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Eccentric binary systems are ubiquitous. They appear in many astrophysical

contexts, ranging from migrating giant planets to coalescing neutron star (NS)

binaries. In a highly eccentric binary, the separation between the two bodies can

vary greatly over the course of an orbit. Yet any binary with a small minimum

separation (even if it lasts a scant fraction of an orbit) can be shaped dramatically

by the tidal distortion and heating of one or both bodies. Tides are commonly

treated in a parameterized way for convenience. In truth, a body’s efficiency at

dissipating energy depends strongly on its structure and orbit.

This dissertation explores how the nuances of tidal physics can dramatically

alter the expected orbital evolution of many types of binary systems. In Chapter

2, I demonstrate that a white dwarf (WD) on an eccentric orbit around a mas-

sive black hole (MBH) can experience significant tidal heating, long before it is

torn apart by the tidal force of the BH. The WD-MBH pairing is especially in-

teresting because the inevitable outcome — the tidal disruption of the WD —

will be visible at cosmological distances, but only if the BH mass is . 105M�.

These events could constrain the mass function of intermediate mass to mas-

sive BHs. In Chapter 3, I develop a simple model that captures the coupled

evolution of a binary orbit and tidally excited oscillations in one (or both) of

its components. I derive the conditions under which the oscillations can grow

chaotically over successive orbits, and explore how the damping of these oscil-

lations affects long-term orbital evolution. Chapter 4 applies the model from



Chapter 3 to the high-eccentricity migration of giant planets. I study how, when

a giant planet is excited onto a highly eccentric orbit, chaotic tides can rapidly

drain energy from the orbit and shrink the semi-major axis. I demonstrate that

chaotic tides can resolve many of the difficulties facing the high-eccentricity mi-

gration theory of hot Jupiter formation. In Chapter 5, I analyze the role of tides

in the coalescence of an eccentric neutron star binary. Measuring the tidal re-

sponse of neutron stars would help to unveil their equation of state. Lastly, in

Chapters 6 and 7, I develop a treatment for tidal dissipation via turbulent vis-

cosity in a star with a convective envelope in an eccentric orbit and apply this

formalism to pre-common envelope binaries with massive stars. As the massive

star evolves off of the main sequence and develops a deep convective envelope,

viscous dissipation in the star circularizes and shrinks the binary. However, I

find that, in many cases, tidal dissipation cannot circularize the orbit before the

binary reaches Roche-lobe overflow.
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CHAPTER 1

INTRODUCTION

Tides sculpt a wide range of astrophysical two-body systems. Tidal forces

can cause an orbit to circularize, shrink or expand, and stars and planets to spin

up or down. In a strongly interacting binary, such as a giant planet closely orbit-

ing its host star (a hot Jupiter) or a coalescing compact binary, tides can dramat-

ically affect the orbit and cause significant heating in the binary components.

Despite the importance and prevalence of tidal interactions, tidal dissipation is

poorly understood in many types of astrophysical systems.

When a star or giant planet experiences the quadrupole gravitational poten-

tial of a companion, its shape is distorted. This deformation involves fluid mo-

tion, and generally results in tidal energy dissipation. In a binary, the end state

of this interaction is two bodies in a circular orbit, both rotating synchronously

with the orbital period. Observations of giant planet orbits and stellar bina-

ries support this general picture and give some insight into the tidal dissipation

rate of different astrophysical bodies. In some cases, for instance that of the hot

Jupiter WASP-12b, it is possible to directly observe tidally driven decay of the

planet’s orbit [Yee et al., 2020, Patra et al., 2020]. Another way to infer the tidal

dissipation rate of stars and planets is to look at the orbital properties of a popu-

lation. A two-body system with a small enough semi-major axis (or equivalently

a short enough orbital period) tends to be circular and have synchronously ro-

tating components. The separation at which a transition between circular and

eccentric orbits or synchronous and asynchronous rotation occurs can be used

to place constraints on the tidal quality factors of different types of stars and

planets [e.g. Abt and Boonyarak, 2004, Abt, 2005, 2006, Hansen, 2010, Socrates

1



et al., 2012, Lurie et al., 2017, O’Connor and Hansen, 2018].

However, reconciling inferred tidal dissipation rates with theoretical predic-

tions remains challenging in many cases. One of the simplest and most widely

used descriptions of tidal physics is the weak friction approximation [Alexan-

der, 1973, Hut, 1981]. This treatment focuses on the equilibrium tide, the tidal

bulge induced by the gravitational potential of a companion. As the equilibrium

tide moves to follow the axis connecting the two bodies, the tide is damped by

the viscosity associated with fluid motion. In giant planets and stars without

a large convective envelope, the timescale for orbital circularization from this

framework can be orders of magnitude longer than those inferred from the or-

bital parameters of stellar binaries and known reference points, such as the tidal

quality factor of Jupiter [e.g. Zahn, 1975, Wu, 2005].

In this thesis, I explore the implications of a more nuanced description of

tidal physics for a variety of astronomical binaries. Much of this work is fo-

cused on the dynamical tide in a body in an eccentric binary 1. When the tidal

forcing frequency (twice the orbital frequency in a circular orbit) is faster than

the dynamical frequency of a star or planet, the response of the body is not

accurately characterized by a hydrostatic bulge. The non-hydrostatic response

is termed the ‘dynamical tide.’ It takes the form of tidally excited waves that

propagate throughout the fluid body. In some cases, a tidally excited wave will

grow in amplitude as it propagates until the height of the wave is comparable to

its wavelength. When this occurs, non-linear effects such as wave-breaking are

expected to quickly dissipate the energy and angular momentum carried by the

traveling wave [Goodman and Dickson, 1998, Barker and Ogilvie, 2010, 2011,

1In convective bodies, inertial waves that are restored by the Coriolis force can also con-
tribute significantly to tidal dissipation, but are not investigated in this dissertation.
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Chernov et al., 2013, Ivanov et al., 2013, Bolmont and Mathis, 2016, Weinberg

et al., 2017, Sun et al., 2018].

In other situations, the damping time for a tidally excited wave is longer

than the time the wave takes to traverse a propagation cavity. In this case the

wave is reflected off of the boundaries of the cavity and forms a standing wave

pattern or normal oscillation mode. If the oscillations are restored by the buoy-

ant force, or gravity, they are classified as g-modes. If pressure is the restoring

force, they are p-modes. While the amplitude of these oscillations is small rela-

tive to the wavelength, they can be treated as linear perturbations to a spherical

star or planet. The coupled system of the oscillation modes and the binary orbit

can be described by a set of ordinary differential equations [Zahn, 1977, Goldre-

ich and Nicholson, 1989, Lai, 1996a, 1997, Witte and Savonije, 1999, Goodman

and Dickson, 1998, Barker and Ogilvie, 2010]. However, the long-term behavior

of the system is surprisingly rich [Mardling, 1995a,b, Ivanov and Papaloizou,

2004a].

When a tidal forcing frequency is resonant with a natural oscillation mode

of a fluid body (i.e. the mode frequency is an integer multiple of the orbital fre-

quency) the oscillation amplitude and the tidal dissipation rate can be orders of

magnitude larger than when the oscillation is driven off-resonance. In general

the tidal response of a star or planet is highly frequency dependent, a reality

that is ignored in the weak friction approximation. The gravitational potential

experienced by a star or planet in an eccentric orbit can be expressed as a su-

perposition of many tidal forcing frequencies. Much of this thesis is devoted to

understanding how the combination of a frequency-dependent tidal response

and the many forcing frequencies of an eccentric orbit combine to tell an intri-
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cate story of tidal evolution in a variety of eccentric astrophysical binaries.

In Chapter 2, I study a white dwarf (WD) captured into a high-eccentricity

orbit around a massive black hole (MBH). In some cases, the WD may undergo

many pericentre passages before tidal disruption. During these passages, the

tidal potential of the MBH excites internal oscillations or waves in the WD, and

the dissipation of these oscillations can significantly influence the physical prop-

erties of the WD prior to its disruption. I calculate the amplitude of the tidally

excited gravity waves in the WD as a function of the pericentre distance and

eccentricity for realistic WD models, under the assumption that these outgo-

ing gravity waves are efficiently dissipated in the outer layers of the WD by

non-linear effects or radiative damping. I find that the dynamical tide is much

weaker than gravitational radiation in driving the orbital decay of the WD-MBH

binary. However, tidal heating can lead to appreciable brightening of the WD

and may induce runaway fusion in the hydrogen envelope well before the WD

undergoes tidal disruption.

In Chapter 3, I explore the case where the dynamical tide takes the form of

tidally excited oscillation modes in one of the components of a highly eccentric

binary. When these oscillations are excited at pericentre, the result is energy

exchange between the modes and the binary orbit. These modes exhibit one of

three behaviours over multiple passages: low-amplitude oscillations, large am-

plitude oscillations corresponding to a resonance between the orbital frequency

and the mode frequency, and chaotic growth, with the mode energy reaching a

level comparable to the orbital binding energy. I study these phenomena with

an iterative map that includes mode dissipation, fully exploring how the mode

evolution depends on the orbital and mode properties of the system. The dis-
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sipation of mode energy drives the system toward a quasi-steady state, with

gradual orbital decay punctuated by resonances. I quantify the quasi-steady

state and the long-term evolution of the system.

Next, in Chapter 4, I apply the map developed in Chapter 3 to giant planet

high-eccentricity migration. High-eccentricity migration is an important chan-

nel for the formation of hot Jupiters (HJs). In particular, Lidov-Kozai (LK) os-

cillations of orbital eccentricity/inclination induced by a distant planetary or

stellar companion, combined with tidal friction, have been shown to produce

HJs on Gyr timescales, provided that efficient tidal dissipation operates in the

planet. I re-examine this scenario with the inclusion of chaotic dynamical tides.

When the planet’s orbit is in a high-eccentricity phase, the tidal force from the

star excites oscillatory f-modes and i-modes (fundamental modes and inertial

modes) in the planet. For sufficiently large eccentricity and small pericentre

distance, the modes can grow chaotically over multiple pericentre passages and

eventually dissipate non-linearly, drawing energy from the orbit and rapidly

shrinking the semi-major axis. I study the effect of such chaotic tides on the

planet’s orbital evolution. I find that this pathway produces very eccentric

(e & 0.9) warm Jupiters (WJs) on short timescales (a few to 100 Myrs). These

WJs efficiently circularize to become HJs due to their persistently small pericen-

tre distances. Chaotic tides can also save some planets from tidal disruption by

truncating LK eccentricity oscillations, significantly increasing the HJ formation

fraction for a range of planet masses and radii. Using a population synthe-

sis calculation, I determine the characteristics of WJs and HJs produced in this

scenario, including the final period distribution, orbital inclinations and stellar

obliquities. Chaotic tides endow LK migration with several favourable features

to explain observations of HJs. We expect that chaotic tides are also important
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in other flavours of high-e migration.

In Chapter 5, I explore a very different application of the coupled evolution

of oscillation modes and a binary orbit. Dynamically formed compact object

binaries may still be eccentric while in the LIGO/Virgo band. For a neutron

star (NS) in an eccentric binary, the fundamental modes (f-modes) are excited at

pericenter, transferring energy from the orbit to oscillations in the NS. I model

this system by coupling the evolution of the NS f-modes to the orbital evolu-

tion of the binary as it circularizes and moves toward coalescence. NS f-mode

excitation generally speeds up the orbital decay and advances the phase of the

gravitational wave signal from the system. I calculate how this effect changes

the timing of pericenter passages and examine how the cumulative phase shift

before merger depends on the initial eccentricity of the system. This phase shift

can be much larger for highly eccentric mergers than for circular mergers, and

can be used to probe the NS equation of state.

In Chapters 6 and 7, I study how tidal dissipation in the convective re-

gions of stars plays an important role in shaping the orbit of pre-common en-

velope systems. Such systems are possible sources of a variety of transients

and of close compact binary systems that will eventually merge and produce

detectable gravitational wave signals. In general, the effective viscosity in a

convective stellar envelope depends on the tidal forcing frequency ωtide; when

ωtide is larger than the turnover frequency of convective eddies, the viscosity is

reduced. Previous work has focused on binaries in nearly circular orbits. How-

ever, for eccentric orbits, the tidal potential has many forcing frequencies. In

Chapter 6, I develop a formalism for computing tidal dissipation that captures

the effect of frequency-dependent turbulent viscosity and is valid for arbitrary
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binary eccentricities. I also present an alternative simpler formulation that is

suitable for very high eccentricities. I find that tidal decay and circularization

due to turbulent viscosity can be a few orders of magnitude faster than pre-

dicted by weak tidal friction in giant branch stars on eccentric, small pericentre

orbits. In Chapter 7, I couple numerical models of the post main sequence stellar

evolution of massive stars with the theory developed in Chapter 6. I find that,

in many cases, tidal dissipation does not circularize the orbit before the onset of

Roche-lobe overflow. These results demonstrate that some of the possible pre-

cursors to double neutron star systems are likely eccentric at the Roche radius,

and the effects of pre-common envelope eccentricity on the resulting compact

binary merit further study.

In Chapter 8, I discuss a possible avenue for future work.
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CHAPTER 2

TIDAL DISSIPATION AND EVOLUTION OF WHITE DWARFS AROUND

MASSIVE BLACK HOLES: AN ECCENTRIC PATH TO TIDAL

DISRUPTION

Originally published in:

M. Vick, D.Lai, and J. Fuller. Tidal Dissipation and Evolution of White Dwarfs

Around Massive Black Holes: An Eccentric Path to Tidal Disruption. MNRAS

468, pp. 2296-2310, 2017. doi: 10.1093/mnras/sty225

2.1 Introduction

A tidal disruption event (TDE) occurs when a star passes close to a black hole

(BH) and is torn apart by tidal forces. Debris from the star produces an accre-

tion flare as it falls back onto an accretion disk around the BH. Tidal disrup-

tion events and the corresponding accretion flares were first predicted by Hills

[1975] and Rees [1988] respectively. Over the last decade, dozens of TDE candi-

dates have been discovered, and the detection of various exotic transients has

renewed interest in theoretical models of TDEs. Some of the most unusual can-

didate events could be explained as the tidal disruption of a white dwarf (WD)

by a moderately massive black hole (MBH) [Shcherbakov et al., 2013]. In par-

ticular, it has been suggested that WD-TDEs could be a source of a recently dis-

covered population of ultra long gamma ray bursts [Levan et al., 2014, MacLeod

et al., 2014, Ioka et al., 2016].

The possibility of detecting WD-TDEs is especially intriguing because the
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disruption of a WD is only visible if the mass of the BH, Mbh, is less than about

105 M� or perhaps 106 M� depending on the BH spin [MacLeod et al., 2014,

Tejeda et al., 2017]. For a more massive BH, the WD is “swallowed whole”

without disruption. We expect these disruption events to be very luminous

as a portion of the accretion power likely channels into a relativistic jet [Gian-

nios and Metzger, 2011, Krolik and Piran, 2012, De Colle et al., 2012]. There are

now a few cases in which hard x-ray emission from launching a relativistic jet

was observed following a flare from stellar disruption [Bloom et al., 2011, Bur-

rows et al., 2011, van Velzen et al., 2016]. An otherwise quiet MBH would show

bright, beamed emission after the disruption of a WD. Therefore detecting (or

not detecting) signals from the tidal disruptions of WDs could place constraints

on the MBH population.

Recognizing the signal from a WD-TDE requires a solid theoretical under-

standing of all pathways leading to the tidal disruption of WDs. The predicted

signal from WD tidal disruption varies greatly with orbital parameters. A “nor-

mal” TDE occurs when the pericentre distance (rp) between the star and the BH

is of the same order, but less than the tidal radius (rtide), leading to a one time

shredding of the star. In an extreme case, where rp is much smaller than rtide,

tidal compression of the WD could lead to a thermonuclear explosion, which

would produce a distinctive signal [Luminet and Pichon, 1989, Rosswog et al.,

2008a,b, 2009, MacLeod et al., 2016]. If, on the other hand, rp is a few times

larger than rtide, the WD could undergo repeated tidal encounters with the BH,

and may experience “gentle” tidal stripping, producing a signal that is periodic

with the orbit [Zalamea et al., 2010, MacLeod et al., 2014]. This last case is espe-

cially intriguing because if the WD is able to complete many orbits, the system

may be a source of gravitational waves, detectable by a space-based interferom-
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eter [Sesana et al., 2008, Zalamea et al., 2010, Cheng and Evans, 2013, East, 2014,

Cheng and Bogdanović, 2014, MacLeod et al., 2014].

In this paper, we consider the scenario that a WD is captured into an ec-

centric orbit with a pericentre distance that is too large for the WD to suffer

immediate disruption or partial mass transfer. In this case, the WD continues

on its orbit relatively intact and experiences multiple passages before disrup-

tion. When the WD passes close to the BH at pericentre, the tidal force from

the BH excites oscillations and waves in the WD, transferring energy and an-

gular momentum between the WD and its orbit. The dissipation of the excited

oscillations can heat up the WD and influence its structural evolution.

A major goal of this paper is to determine the tidal energy and angular mo-

mentum transfer rates for a WD in a high-eccentricity orbit around a MBH. To

this end, we examine the tidal excitation of gravity (buoyancy) waves, in the

radiative envelope of the WD. As these waves propagate toward the stellar sur-

face, they grow in amplitude, become non-linear and damp efficiently (Section

2.3). In this scenario, waves do not reflect from the WD surface, so there are no

standing waves. We calculate the energy and angular momentum deposition

near the surface of the WD by imposing outgoing boundary conditions on the

fluid perturbation equations. Fuller and Lai [2012b] studied this scenario for

binary WDs in circular orbits. In Section 2.4, we generalize the method to calcu-

late tidal energy and angular momentum transfer to a WD in an eccentric orbit

around a MBH using realistic WD models generated with MESA [Paxton et al.,

2011]. These results are presented in Section 2.5. Lastly, in Section 2.6 we study

the structural evolution of a WD experiencing tidal heating as the orbit evolves

due to gravitational radiation.
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2.2 Basic Scalings and Timescales

Before undertaking detailed calculations, we first consider the characteristic

timescales for various physical processes associated with an eccentric WD-MBH

binary. The rate of angular momentum loss due to gravitational radiation is

well-known [Peters, 1964]:

J̇grav = −
32
5

M2M2
bhM1/2

t

c5a7/2(1 − e2)2

(
1 +

7
8

e2
)
, (2.1)

where M is the mass of the WD, Mbh � M is the mass of the BH, and Mt =

Mbh + M ' Mbh is the total mass. The semi-major axis and eccentricity of the

orbit are a and e respectively. The orbital angular momentum is given by

J = µ
√

GMta(1 − e2), (2.2)

where µ is the reduced mass of the system. We define

rt ≡ R
(Mt

M

)1/3

, (2.3)

where R is the WD radius, so that the tidal radius for stellar disruption is a few

times rt. It is convenient to define the dimensionless pericentre distance1

η ≡
rp

rt
= (1 − e)

(
Ω∗

Ω

)2/3

(2.4)

where Ω =
√

GMbh/a3 is the orbital angular frequency and Ω∗ =
√

GM/R3. Note

that tidal disruption occurs when η . 3.

Throughout the paper, we assume that disruption occurs outside of the

Schwarzschild radius, so rt & 2GMt/c2 or

Mt

M
. 3.2 × 105

(
R

0.012R�

)3/2 (
M

0.6M�

)−3/2

. (2.5)

1Note that this is a different notation from, e.g., Press and Teukolsky [1977], where ηPT ≡(
rp/rt

)3/2
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Figure 2.1: The orbital evolution timescales from equation (2.7) for gravitational
radiation (solid coloured lines) for three different BH masses. The synchroniza-
tion timescales (dotted lines) are also shown for two values of J̇ . Note that the
synchronization time [see equation (2.17)] is independent of Mbh when plotted
vs. η. The WD mass is M = 0.6M� and its radius is R = 0.012R�.The left and right
panels display results for e = 0.85 and e = 0.95 respectively.

In terms of η, the orbital evolution timescale due to gravitational radiation is

(for Mbh � M)

tgrav =
J
|J̇grav|

=
5

32
c5R4η4

G3M7/3M2/3
bh (1 − e)3/2

(1 + e)5/2

(1 + 7e2/8)
. (2.6)

Aside from the factor of (1 − e)−3/2, tgrav depends rather weakly on e. Around

e = 0.95, we have

tgrav =1.01 × 105 yrs
(
η

10

)4
(

R
0.012R�

)4

×

(
M

0.6M�

)−7/3 (
Mbh

105M�

)−2/3 (
1 − e
0.05

)−3/2

. (2.7)

The timescale for gravitational radiation is shown as a function of η in Fig. 2.1.
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To estimate the timescale associated with tidal dissipation, we must know

the rates of energy and angular momentum transfer via tides. In Sections 2.3

and 2.4, we present our calculations of these rates. A simple parametrization of

the energy and angular momentum transfer rate can be obtained as follows. For

a highly eccentric orbit, tidal torque on the WD mainly occurs near pericentre,

and is of order

Tp ∼
GM2

bhR5

r6
p

δp, (2.8)

where δp is the tidal lag angle (of order the inverse of the tidal quality factor,

Q). To obtain the orbit-averaged torque 〈T 〉, we scale Tp by the ratio of Ω to the

orbital angular velocity at pericentre

Ωp =
Ω

(1 − e)3/2 =

(GMbh

a3

)1/2 1
(1 − e)3/2 . (2.9)

Thus,

〈T 〉 ∼
GM2

bhR5

r6
p

δp

(
Ω

Ωp

)
. (2.10)

Motivated by this expression, we define the dimensionless tidal angular mo-

mentum transfer rate, J̇ , via

〈T 〉 ≡ J̇tide =
GM2

bhR5

r6
p

(1 − e)3/2J̇ . (2.11)

Similarly, we define the dimensionless tidal energy transfer rate in the inertial

frame, Ėin, via

Ėtide,in =
GM2

bhR5

r6
p

Ω Ėin. (2.12)

When the WD has a finite rotation rate Ωs, we will also calculate the tidal energy

transfer rate in the rotating frame,

Ėtide,rot = Ėtide,in −Ωs J̇tide =
GM2

bhR5

r6
p

Ω Ėrot. (2.13)

Our calculations in Sections 2.3 and 2.4 suggest that J̇ ranges from . 10−8 for

η & 10 to 10−6 for η ∼ a few.
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The timescale for orbital evolution due to dynamical tides (for Mbh � M) is

given by

ttide =
J
|J̇tide|

=
M2/3

bh R3/2η13/2

G1/2M7/6J̇

(1 + e)1/2

(1 − e)3/2 . (2.14)

For an eccentricity of e = 0.95, we have

ttide '1.03 × 1011 yrs
(
η

10

)13/2
(

R
0.012R�

)3/2 (
M

0.6M�

)−7/6

×

(
Mbh

105M�

)2/3 (
J̇

10−6

)−1 (
1 − e
0.05

)−3/2

. (2.15)

Comparing tgrav and ttide shows that gravitational radiation dominates the or-

bital evolution. For an intermediate to massive BH, the gravitational radiation

timescale is always much shorter than the tidal dissipation timescale, even for

small pericentre distances of η ∼ 3.

The tidal torque can also affect the rotation rate of the WD, driving it toward

pseudo-synchronization, such that the WD rotation rate Ωs approaches a value

comparable to the orbital frequency at pericentre Ωp. The tidal synchronization

timescale can be estimated by

tsynch =
IΩp

|J̇tide|
=

(GM
R3

)−1/2 kη9/2

(1 − e)3/2J̇
, (2.16)

where I = kMR2 is the moment of inertia of the WD. Note that the synchroniza-

tion timescale is independent of the BH mass when written in terms of η. For

k = 0.17, we have

tsynch =4.1 × 104 yrs
(
η

10

)9/2
(

R
0.012R�

)3/2

×

(
M

0.6M�

)−1/2 (
J̇

10−6

)−1 (
1 − e
0.05

)−3/2

.

(2.17)

For J̇ = 10−6, the synchronization timescale is shorter than the gravitational

radiation timescale. In this case, the WD would be rotating at a rate Ωs ∼ Ωp

before tidal disruption, and rotation must be included in calculations of tidal
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dissipation. However, if J̇ is smaller by even a factor of 100, the WD will not

synchronize before disruption (see Fig. 2.1). Results in Section 2.5 show that,

at large separations, J̇ can be as small as 10−10, implying that tsynch � tgrav. In

this situation, the WD will rotate with its rotation rate at capture until its even-

tual disruption. For a captured isolated WD, we expect Ωs � Ωp, thus rotation

has a small effect on dynamical tides. A WD that originated in a binary may

still be rotating rapidly after capture, in which case the rotational effect can be

significant.

2.3 WD Model and Physics of Tidal Dissipation

Tidal dissipation in WDs arises from the excitation of gravity waves in the

deeper envelope of the WD and their dissipation in the outer envelope [Fuller

and Lai, 2012c, 2013]. These processes depend on the detailed properties of the

WD, in particular, properties of the envelope. In this paper, we consider two

CO WD models consisting of a CO core with a He-H envelope. The models are

constructed using the MESA stellar evolution code [Paxton et al., 2011]. Both

WD models have mass M = 0.61M�. One model has effective temperature Teff =

9, 000 K. The other was allowed to evolve for a longer time and is therefore

cooler with Teff = 5, 200 K.

Fig. 2.2 displays the profiles for density ρ, Lamb (acoustic cut-off) frequency

L2, and the Brünt-Väisälä frequency N for the two WD models. The Lamb fre-
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Figure 2.2: Propagation diagrams for MESA-generated WD models with mass
M = 0.61M� and radius R = 0.012R�. The WD model in the upper plot has
Teff = 9, 000 K. The model in the lower plot has Teff = 5, 200 K. The diagram
includes the Brünt-Väisälä frequency N (solid line), the Lamb frequency L2

(dashed line) and the density ρ (dot-dashed line). Frequencies are in units of
(GM/R3)1/2, and densities in units of (M/R3). The peaks in N generally corre-
spond to compositional transitions from O to C, C to He, and He to H.
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Figure 2.3: The upper panel displays the temperature T (solid lines) and den-
sity ρ (dashed lines) in units of (M/R3) of two MESA-generated WD models as
a function of the envelope depth by mass ∆M. The bottom panel shows the
composition of the WD with Teff = 9, 000 K. The two models have very similar
compositions. The transition from He to H occurs near ∆M ∼ 10−4

.

quency Ll is given by

L2
l =

l(l + 1)a2
s

r2 , (2.18)

where as is the sound speed. The Brünt-Väisälä frequency is given by

N2 = −g
(
1
ρ

dρ
dr

+
g
a2

s

)
, (2.19)

where g is gravitational acceleration. Gravity waves propagate in regions where

ω < N and ω < Ll, and become evanescent elsewhere. We see from Fig. 2.2 that

the propagation diagrams for both WD models exhibit peaks in the N-profile

that are associated with composition changes from CO to He and He to H. Fig.
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2.3 shows the composition profile of the younger WD model. Peaks in N occur

in similar locations in the two models but have somewhat different structures.

Fuller and Lai [2012b] studied dynamical tides in WD binaries. They showed

that the binary companion excites a continuous train of outgoing gravity waves,

primarily around the CO/He transition region. As the waves propagate toward

the stellar surface, their amplitudes grow with decreasing density. Eventually,

the waves dissipate through a combination of non-linear processes, radiative

damping, and absorption at a critical layer[Zahn, 1975, Goldreich and Nichol-

son, 1989, Fuller and Lai, 2013]. For a circular orbit, the tidal potential acting on

the WD can be written as

U(r, t) = U(r)[Y22(θ, φ)e−iωt + c.c.], (2.20)

with

U(r) = −
GMbhW22r2

a3 , (2.21)

where W22 = (3π/10)1/2 and ω = 2Ω is the tidal forcing frequency for a non-

rotating WD (Ωs = 0). Using the method developed in Fuller and Lai [2012b]

(similar in nature to the treatment of gravity wave damping in the centre of

solar-type stars from Goodman and Dickson [1998], Ogilvie and Lin [2007],

Barker and Ogilvie [2010], and Barker and Ogilvie [2011]) we calculate the am-

plitude of outgoing gravity waves excited by the potential in equation (2.20)

as a function of ω for the two WD models depicted in Fig. 2.2. The angular

momentum flux carried by the waves is

J̇(r) = 2mω2ρr3Re(iξ∗rξ⊥), (2.22)

where m is the azimuthal wave number (m = 2 for circular binaries), and ξr(r)

and ξ⊥(r) are the radial and transverse Lagrangian displacements of the wave.
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Figure 2.4: Dynamical tide in a realistic MESA-generated WD model produced
by a companion in a circular orbit. The WD has mass M = 0.61M� and radius
R = 0.012M� with Teff = 5, 200 K. Tides are excited by a companion with mass
Mbh = 105M� at the frequency ω = 0.01(GM/R3)1/2. The real parts of the radial
and transverse Lagrangian displacements, ξr and ξ⊥, are shown with solid black
lines, and imaginary parts are shown with dotted black lines. The Brünt-Väisälä
frequency in units of (GM/R3)1/2 is overlaid in blue. Peaks correspond to com-
positional transitions. The dimensionless tidal torque F̂(ω) begins to rise at the
C/He transition and settles to a constant value near the stellar surface.

Fig. 2.4 shows an example of the numerical result for ω = 0.01 (GM/R3)1/2. We

see that J̇(r) oscillates around zero in the WD interior but jumps to a constant

value with the excitation of outgoing waves at compositional changes. The con-

stant value of J̇(r) evaluated in the outermost region corresponds to the tidal

torque acting on the WD.

Fuller and Lai [2012b] introduce a dimensionless function F̂(ω) to character-

ize how the tidal torque depends on the tidal forcing frequency:

J̇ = G
(Mbh

a3

)2

R5 |m|
2

F̂(ω). (2.23)
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Similarly, the tidal energy transfer rate is given by

Ė = G
(Mbh

a3

)2

R5ΩF̂(ω). (2.24)

Fig. 2.5 shows our numerical results for F̂(ω) for the two WD models. The ω de-

pendence of F̂(ω) can be roughly understood with a simplified WD model with

two regions. The outer region has a much larger Brünt-Väisälä frequency than

the inner region. The inner region is like a resonance cavity. While both ingoing

and outgoing waves can propagate in the inner region, the outer region has only

outgoing waves. In this model, a maximum tidal torque scales as F̂max(ω) ∝ ω5.

Our numerical results roughly agree with this scaling.

2.4 Tidal Dissipation in an Eccentric Orbit

We extend the method of the previous section to study dynamical tides in a WD

in an eccentric orbit around a MBH. In this case, the quadrupolar tidal potential

can be written as

U =
∑

m

U2m(ri, t), (2.25)

with

U2m(ri, t) = −
GMbhW2mr2

i

D(t)3 e−imΦ(t)Y2m(θ, φi), (2.26)

where D(t) is the binary separation, Φ is the orbital phase (true anomaly), W2±2 =

√
3π/10,W20 =

√
π/5 and W2±1 = 0. The vector ri = (r, θ, φi = φ+Ωst), is the position

relative to the WD centre, with the azimuthal angle φi measured in the inertial

frame (Ωs is the rotation rate of the WD, and φ is measured in the rotating frame).

Each component of the potential can be decomposed into an infinite sum over
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Figure 2.5: Dimensionless tidal torque F̂(ω) as a function of the tidal forcing
frequency ω in units of (GM/R3)1/2 (solid lines). The left panel is for the WD
model with M = 0.61M� , R = 0.012M�, and Teff = 9, 000 K. The blue dotted
line shows 10 ω5, which roughly follows the maximum of F̂(ω). The right panel
is for a similar WD model with effective temperature Teff = 5, 200 K. The blue
dotted line shows 150 ω5.
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forcing frequencies.

U2m = −
GMbhW2mr2

i

a3 Y2m(θ, φi)
∞∑

N=−∞

FNme−iNΩt, (2.27)

where FNm is the Hansen coefficient [Murray and Dermott, 2000]

FNm =
1
π

∫ π

−π

dΨ
cos[N(Ψ − e sin Ψ) − mΦ(t)]

(1 − e cos Ψ)2 , (2.28)

with Ψ the eccentric anomaly.

The total energy and angular momentum transfer rates can be expressed as

a sum of the responses due to each frequency term in the external potential.

First, consider the time-varying m = 0 terms in the external potential,

U20 = −
GMbhW20r2

a3

∞∑
N=1

FN0[Y20(θ, φi)e−iNΩt + c.c.]. (2.29)

We have taken advantage of the fact that FN0 = F−N0. Each term in equation

(2.29) has the same form as equation (2.20), and contributes to the energy trans-

fer rate as in equation (2.24):

Ėm=0 =
GM2

bhR5

a6

(
W20

W22

)2 ∞∑
N=1

NΩF2
N0F̂(ω = |NΩ|). (2.30)

The factor (W20/W22)2 arises because F̂(ω) includes (W22)2. The m = 0 potential

does not contribute to angular momentum transfer because it is axisymmetric.

We can determine the energy transfer rate due to m = ±2 components of the

potential using similar procedures. In the rotating frame of the WD,

U22 = −
GMbhW22r2

a3

∞∑
N=1

[
FN2Y22(θ, φ)e−i(NΩ−2Ωs)t + F−N2Y22(θ, φ)ei(NΩ+2Ωs)t

]
, (2.31)

U2−2 = −
GMbhW22r2

a3

∞∑
N=1

[
F−N2Y2−2(θ, φ)e−i(NΩ+2Ωs)t + FN2Y2−2(θ, φ)ei(NΩ−2Ωs)t

]
.

(2.32)
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Using symmetries of the spherical harmonics, the sum of the m = 2 and m = −2

potentials reduces to

U22 + U2−2 = −
GMbhW22r2

a3

∞∑
N=−∞

[
FN2Y22(θ, φ)e−i(NΩ−2Ωs)t + c.c.

]
. (2.33)

As with the m = 0 terms of the potential, we can translate each term into an en-

ergy transfer rate of the same form as equation (2.24). However, equation (2.33)

differs from equation (2.29) in that it includes both negative and positive ω, so

we must interpret the physical meaning of the contributions from the negative

frequency terms. In a frame that rotates with the WD, positive ω corresponds

to the BH orbiting the WD in an anti-clockwise direction. Negative ω corre-

sponds to a clockwise orbit. Therefore, changing the sign of ω reverses the sign

of the angular momentum transfer rate, but does not affect the sign of the energy

transfer rate (in the rotating frame).

Combining contributions from m = 0,−2 and 2 gives the following expres-

sions for angular momentum and energy transfer

J̇tide =T0

∞∑
−∞

F2
N2 sgn(NΩ − 2Ωs)F̂(ω = |NΩ − 2Ωs|), (2.34)

Ėtide,in =T0

(W20

W22

)2 ∞∑
N=1

NΩF2
N0F̂(ω = |NΩ|)

+
1
2

∞∑
−∞

NΩF2
N2 sgn(NΩ − 2Ωs)F̂(ω = |NΩ − 2Ωs|)

 , (2.35)

Ėtide,rot =T0

(W20

W22

)2 ∞∑
N=1

NΩF2
N0F̂(ω = |NΩ|)

+
1
2

∞∑
−∞

F2
N2|NΩ − 2Ωs|F̂(ω = |NΩ − 2Ωs|)

 , (2.36)

with

T0 ≡
GM2

bhR5

a6 . (2.37)
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Note that the energy transfer rate in the inertial frame (Ėtide,in) is related to that

in the rotating frame through equation (2.13).

We can determine the dimensionless quantities J̇ , Ėin, and Ėrot from equa-

tions (2.11)-(2.13).

J̇ =(1 − e)9/2
∞∑
−∞

F2
N2 sgn(NΩ − 2Ωs)F̂(ω = |NΩ − 2Ωs|). (2.38)

Ėin =(1 − e)6

(W20

W22

)2 ∞∑
N=1

NF2
N0F̂(ω = |NΩ|)

+
1
2

∞∑
−∞

NF2
N2 sgn(NΩ − 2Ωs)F̂(ω = |NΩ − 2Ωs|)

 , (2.39)

Ėrot =(1 − e)6

(W20

W22

)2 ∞∑
N=1

NF2
N0F̂(ω = |NΩ|)

+
1
2

∞∑
−∞

F̂2
N2

∣∣∣∣∣N − 2
Ωs

Ω

∣∣∣∣∣ F̂(ω = |NΩ − 2Ωs|)

 . (2.40)

When calculating transfer rates, we used two conditions to truncate the sums

in equations (2.38)-(2.40). The first is the physical condition that gravity waves

with frequencies larger than ω ∼ 0.1 (GM/R3)1/2 cannot propagate near the sur-

face. This can be seen in the propagation diagrams for our two numerical WD

models (see Fig. 2.2). Larger frequencies do not satisfy the conditions ω < N

and ω < L2 in the outer envelope of the WD. Additionally, the WKB approxima-

tion used to calculate F̂(ω) becomes less reliable for ω ∼ 0.1 & (GM/R3)1/2. We

therefore assume that terms in the tidal potential with these frequencies do not

contribute to the tidal transfer rates. Physically, this assumption is reasonable

because high-frequency gravity waves either reflect from the stellar surface or

do not suffer non-linear breaking, reducing their ability to contribute to tidal

energy dissipation. Nevertheless, for small pericentre separations, this cut-off

can significantly limit the number of allowed terms in equations (2.38)-(2.40),

perhaps limiting the reliability of the calculated transfer rates.
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The second truncation condition accounts for the fact that the Hansen coeffi-

cients fall off for large values of N. Terms with N & 100 Ωp/Ω do not contribute

significantly to the transfer rates and are not included in the sums. Even with

this cut-off, some values of FNm for large e and N cannot be efficiently calculated

by numerically integrating equation (2.28). This is handled by approximating

FNm for large N as a function of the form Fm(N) = αNβexp(−γN) where α, β, and γ

are determined by fitting Fm(N) for smaller N. The approximation is described

in fuller detail in Appendix A.

To better understand which frequencies dominate the tidal transfer rates, we

can examine individual components of the sum

J̇ =
∑

N

J̇N . (2.41)

Each value of N corresponds to an ω via the relationship ω = NΩ − 2Ωs. In units

of (GM/R3)1/2,

ω =

(
1
η

)3/2 [
N(1 − e)3/2 − 2

Ωs

Ωp

]
. (2.42)

Figs. 2.6 and 2.7 show examples of the individual terms that contribute to J̇

for systems with different e and η. These figures display a few trends that are

discussed further in Section 2.5. First, for η & 10, increasing η lowers both the

transfer rates and the dominant frequency in the sums (the frequency corre-

sponding to the largest J̇N). Second, increasing e and η significantly increases

the number of terms in the sums. This tends to smooth out the erratic depen-

dence of F̂(ω) on ω. Third, increasing Ωs tends to lower the transfer rates. Lastly,

for η . 10 and Ωs ∼ Ωp, negative frequencies can contribute significantly to the

sums.

There are a few limitations to the calculations of J̇ , Ėin, and Ėrot as presented

in equations (2.38)-(2.40). First, the Coriolis force is not included in the com-
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putation of F̂(ω). The effects of rotation are handled solely by modifying the

external potential. For the scenarios considered in this paper we do not expect a

full treatment of rotation to significantly alter our results. Fuller and Lai [2014]

demonstrated that increasing Ωs/ω has little effect on F̂(ω) for a subsynchronous

CO WD in which prograde g-waves contribute most to the tidal torque. How-

ever, the most dependable terms in the tidal transfer rate sums satisfy ω & Ωs

or

N(1 − e)3/2 & 3. (2.43)

For a system with smaller η, few (if any) of the terms that satisfy this condition

will also satisfy ω < 0.1 (GM/R3)1/2. Furthermore, systems with small η are more

likely to have large Ωs as they have shorter synchronization timescales. The cal-

culated transfer rates may be less reliable for small η and large Ωs. Calculations

for η & 10 are unaffected by this problem.

Another limitation is that (as noted above) the WKB approximation used to

compute F̂(ω) breaks down for ω & 0.1 (GM/R3)1/2. Once again, only smaller

values of η are affected by this limitation. Recall that F̂(ω) tends to increase

steeply with ω. Unless the Hansen coefficients, FNm, that correspond to large

NΩ are very small, the highest frequency terms dominate the tidal transfer rate

sums. The Hansen coefficients fall off rapidly with increasing N, so the lower Ω,

the lower the dominant forcing frequency and the more reliable the calculated

transfer rates. In general, results from systems with large η and small Ωs are the

most reliable.
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Figure 2.6: The individual terms J̇N that sum to J̇ as a function of frequency
ω in units of (GM/R3)1/2 for the cooler WD model. Frequency is related to N
by equation (2.42). The dotted lines show the same calculations using F̂(ω) =

150 ω5. The black lines show results for Ωs = 0. The blue lines show results
for Ωs = Ωp, and roughly correspond to a system with a pseudo-synchronously
rotating WD. For the bottom row with η = 30, the largest peak corresponds to
a lower ω than in the upper panels. Negative frequency terms are not included
because their contributions are relatively small for large η.

2.5 Results for Tidal Energy and Angular Momentum Transfer

Rates

Using the procedure and assumptions described in Section 2.4, we calculate the

dimensionless tidal transfer rates Ėin, Ėrot and J̇ for both WD models for a vari-

ety of η, e and Ωs. To discuss the results, we will consider two different regimes

— the far regime, where η & 10 (the pericentre distance is more than 10 times

the tidal radius), and the close regime, where η . 10.

Fig. 2.8 shows some numerical results of Ėin, Ėrot, and J̇ in the far regime.
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Figure 2.7: Similar to Fig. 2.6, but for smaller values of η and with negative fre-
quencies included. Negative frequency terms are most important for systems
with rotating WDs and smaller values of η. Because calculations of F̂(ω) do not
include the Coriolis force, terms with Ωs > |ω| may be less reliable. Unfortu-
nately, this stringently limits the number of reliable terms for small η and large
Ωs. In the top panels, Ωs = 0.068 (GM/R3)1/2, and none of the plotted terms meet
the above criterion. In the bottom panels, Ωs = 0.044 (GM/R3)1/2.

In general, the transfer rates decrease with increasing η. This occurs because

increasing η decreases the orbital angular velocity Ω, so a term in equations

(2.38)–(2.40) with a given N will correspond to a lower frequency. Because F̂(ω)

is generally smaller for smaller frequencies, the overall tidal transfer rates are

lower.

The dependence of the transfer rates on η is stronger for lower eccentric-

ities. This is because the Hansen coefficients FNm fall off more quickly with

N for smaller values of e. As a result, fewer terms of the sums in equations

(2.38)-(2.40) contribute significantly to the transfer rates. So as the eccentricity

decreases, Ėin(η), Ėrot(η) , and J̇(η) exhibit more of the irregular variations of the

dimensionless tidal torque, F̂(ω).
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Figure 2.8: The dimensionless transfer rates Ėin (on top), Ėrot (in the middle), and
J̇ (on the bottom) as a function of η for eccentricities of e = 0.95 (on the left) and
e = 0.85 (on the right). These results are for the WD model with Teff = 9, 000 K.
Results from the older, cooler WD are qualitatively similar. The three colours in
each panel show calculations for three values of Ωs — Ωs = 0, and two values
near Ωs = Ωp, Ωs = 0.8 Ωp and 1.1 Ωp. Simple power law fits for η ≥ 15 [
see equations (2.44)-(2.46)] are plotted in black over the numerical results. For
smaller values of η, the power law fits deviate from the results.

The tidal transfer rates decrease with increasing Ωs. The physical reason

for this is especially clear for angular momentum transfer. As the WD is spun

up to a pseudo-synchronous state, the angular momentum transfer rate goes

to zero. If the WD rotation rate is larger than the pseudo-synchronous rate,

the transfer rate is negative (i.e., angular momentum is transferred from the

WD to the orbit). The primary mathematical reason why the dimensionless

transfer rates decrease with increasing Ωs is that the tidal forcing frequency is
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Figure 2.9: The parameters a and b found by fitting Ėin(η), Ėrot(η) and J̇(η) with
equations (2.44)-(2.46) for Ωs = 0 (on the left) and Ωs = 0.8 Ωp (on the right) and a
variety of eccentricities e. Both a and b tend to increase with increasing e. These
results are for the WD model with Teff = 9, 000 K.

ω = NΩ− 2Ωs. The 2Ωs shift generally results in lower values of F̂(ω) for a given

N, decreasing the overall sums in equations (2.38)-(2.40).

Recall that the synchronization timescale, equation (2.17), depends inversely

on J̇ . Examining Fig. 2.1 suggests that, for large η, the synchronization

timescale will be orders of magnitude longer than the timescale for orbital evo-

lution due to gravitational radiation. For a WD-MBH system with a large peri-

centre distance, it is reasonable to approximate the WD as non-rotating. In our

study of the effects of tidal heating on the WD we assume a non-rotating WD.

Over the range 15 ≤ η ≤ 30, the tidal transfer rates depend on η in a simple
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Figure 2.10: The parameters a and b found by fitting Ėin(η), Ėrot(η) and J̇(η) with
equations (2.44)-(2.46) for e = 0.95 (on the left) and e = 0.85 (on the right) and
a variety of Ωs. Both a and b tend to decrease with increasing Ωs. These results
are for the WD model with Teff = 9, 000 K.

way, and can be fitted in the form

Ėin(η) = exp(aiη + bi), (2.44)

Ėrot(η) = exp(arotη + brot), (2.45)

J̇(η) = exp(a jη + b j). (2.46)

In the above equations, the a’s and b’s depend on e, Ωs and the WD models. Figs.

2.9-2.12 show the results of fittings for multiple combinations of e and Ωs. Both

a’s and b’s tend to increase with e and decrease with Ωs over some small range.

The smaller the eccentricity, the more variable the transfer rates, so fittings are

less certain for e . 0.5. In the next section, we will ignore any Ωs dependence,

assuming that a WD at η & 10 is far from synchronization and was very slowly

rotating when captured.
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Figure 2.11: The parameters a and b found by fitting Ėin(η), Ėrot(η) and J̇(η) with
equations (2.44)-(2.46) for Ωs = 0 (on the left) and Ωs = 0.8 Ωp (on the right) and a
variety of eccentricities e. Both a and b tend to increase with increasing e. These
results are for the WD model with Teff = 5, 200 K.

The tidal transfer rates for η ≤ 10 are shown in Fig. 2.13. These results can be

understood qualitatively. For the same reasons as in the far regime, the transfer

rates decrease with increased Ωs and vary more for lower values of e. Unlike in

the far regime, the transfer rates do not decrease with η. They only vary within

a factor of a few. This is because, for small values of η, setting a maximum fre-

quency of 0.1 (GM/R3)1/2 significantly reduces the number of frequency terms

that contribute to the transfer rates. For small η, imposing the maximum fre-

quency when Ωs is comparable to Ωp can limit the number of positive frequency

terms in equations (2.38) and (2.39) so that J̇ and Ėin are negative (see Fig. 2.13).

As η increases, more terms fall within the allowed frequency range, increasing

the value of the sum. This increase is counteracted by the decrease of F̂(ω) with

decreasing ω. Calculations in this regime are less reliable than those for large

η due to a number of reasons discussed in Section 2.4. Additionally, calcula-
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Figure 2.12: The parameters a and b found by fitting Ėin(η), Ėrot(η) and J̇(η) with
equations (2.44)-(2.46) for e = 0.95 (on the left) and e = 0.85 (on the right) and
a variety of Ωs. Both a and b tend to decrease with increasing Ωs. These results
are for the WD model with Teff = 5, 200 K.

tions for low η are more influenced by terms with ω < Ωs, where it would be

necessary to consider the Coriolis force for a realistic calculation of the transfer

rates.

2.6 Tidal Heating

Though tidal dissipation has little impact on the WD’s orbital evolution, tidal

heating can still affect the structure of the WD. In Section 2.5, we showed that

for η & 15, the tidal energy transfer rates have a simple dependence on η [see

equations (2.44)-(2.46)]. In particular, Ėrot corresponds to the tidal heating rate of

the WD. This allows for a first attempt at calculating the effects of tidal heating
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Figure 2.13: The dimensionless transfer rates Ėin (on top), Ėrot (in the middle),
and J̇ (on the bottom) as a function of η for the WD model with Teff = 9, 000 K.
The left and right panels show different eccentricities. The three colours in each
panel show calculations for three values of Ωs. The dotted lines show the result
of excluding terms with ω < Ωs from each sum. Note that the transfer rates only
vary by factors of a few. In addition, J̇ is negative for small values of η.

on the WD throughout orbital decay.

We study the thermal evolution of the two MESA-generated WD models

(described in Section 2.3). This calculation combines orbital evolution due to

gravitational radiation and tidal heating as a function of orbital parameters η

and e. We approximate the WD as non-rotating, which is supported by the

fact that the synchronization timescale is many times longer than the timescale

for orbital evolution. When Ėrot is known, the energy transfer rate is given by
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Figure 2.14: Evolution of the effective temperature of a MESA WD model with
initial Teff = 5, 200 K orbiting a 105M� BH due to tidal heating as the orbit de-
cays.The WD radius remains roughly constant throughout heating. The lower
three panels show the evolution of e, η and the orbital period P (in seconds).
The different colours represent different initial separations between the BH and
WD. All systems start evolution with e = 0.95. The solid, dashed and dotted
lines show results for the envelope thicknesses ∆M = 10−4M, 2 × 10−4M, and
5× 10−5M respectively. The circles indicate the onset of hydrogen burning in the
outer envelope of the WD.

equation (2.13). In terms of standard values,

Ėtide,rot =1.4 × 1034 erg s−1
(

M
0.6M�

)5/2 (
R

0.012R�

)−5/2

×

(
η

10

)−15/2
(
Ėrot

10−6

) (
1 − e
0.05

)3/2

. (2.47)

Heat is deposited in the outer envelope of the WD as waves break via non-

linear processes. For simplicity, we assume uniform heat deposition in a shell

with ∆M ∼ 10−4M. This depth corresponds to the transition from He to H in

the WD (see Fig. 2.3), which is approximately where non-linear wave breaking
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Figure 2.15: Same as above for a MESA WD model with initial Teff = 9, 000 K.

occurs [Fuller and Lai, 2012c]. We inject tidal heat into the WD model and use

MESA to track the profile and global properties of the WD as its orbit undergoes

decay and circularization due to gravitational radiation.

In more detail, at each timestep of orbital evolution,

• the orbital parameters e and η are integrated forward in time;

• new values for arot, a j, brot, and b j are approximated by interpolating be-

tween results in Figs. 2.9-2.11;

• Ėrot is determined using equation (2.45). This value is always within a

factor of a few of results from Section 2.5;

• the heating rate is calculated using equation (2.47) and the assumption

that heat is uniformly deposited into an envelope of depth ∆M;
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• the WD structure is evolved with the new heating rate until the next

timestep using MESA.

Using this procedure, we can track the structural evolution of a WD that

is captured into orbit around a BH at some initial pericentre distance η0

and eccentricity e0. The results of these calculations are shown in Figs.

2.14 and 2.15. We used initial eccentricity e0 = 0.95 and a variety of initial

pericentre distances η0, focusing on the evolution of systems with 15 <

η0 < 35. We have the cleanest prescription for Ėtide,rot(e, η) when η & 15.

When η0 & 35, the orbit will nearly circularize before η is small enough for

the WD to experience significant heating. As the eccentricity falls below

e ∼ 0.5, our technique for calculating tidal heating becomes less reliable.

Tidal dissipation in a WD in a circular orbit is studied in detail in Fuller

and Lai [2012b,c].

As the WD orbit shrinks, the heating rate increases more and more rapidly.

We find that, for both WD models, the amount of heating from tides ex-

cited by a 105M� BH is enough to trigger fusion in the semi-degenerate hy-

drogen layer well before gravitational radiation shrinks the orbit to ∼ 3rt.

While the WD undergoes tidal heating, the radius remains constant within

a few percent. The maximum luminosity before envelope ignition varies

from ∼ 10−2L� for ∆M = 2 × 10−4 to ∼ 0.4L� for ∆M = 5 × 10−3. Tidally in-

duced novae were also suggested to occur in merging WD binaries [Fuller

and Lai, 2012c] but have not been examined in the context of eccentric

WD-MBH binaries.

To understand why tidal heating induces nuclear runaway, it is useful to

compare the timescale for extra heat to escape the WD with the timescale

for injecting heat. The first of these is the thermal timescale ttherm, which
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Figure 2.16: A comparison of timescales for the WD model with Teff = 9, 000 K
before tidal heating occurs. Envelope depth is plotted on the x-axis. The ther-
mal timescale (solid line) characterizes the time for added heat to diffuse to the
surface [see equation (2.48)]. The heating timescales (dashed lines) characterize
the time for material at a given depth to heat up [see equation (2.49)]. The heat-
ing timescale is shown for heating rates at η0 = 20, 25 and 30. The timescale for
falling into a 105M� BH (dotted lines) is also shown for η0 = 20, 25 and 30.

characterizes the amount of time for heat to diffuse to the WD surface as a

function of radius. This timescale is determined by the WD structure and

given by

ttherm(r) =
pcpT
gF

, (2.48)

where cp is the specific heat capacity at constant pressure, p is pressure, g

is gravitational acceleration, and F is energy flux. Note that ttherm varies by

many orders of magnitude between the core and surface. Heat deposited

in the core may take billions of years to diffuse, while heat deposited very

close to the surface can exit the WD in a fraction of a year.

The heating timescale measures how long it takes for a given energy trans-
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Figure 2.17: The temperature profile of the WD model with Teff = 9, 000 K shown
at two different times. At t = 0 (solid line), the WD is in an orbit with e0 = 0.95
and η0 = 25. After 120,800 yrs of evolution (dashed line), the hydrogen envelope
is close to ignition.

fer rate to heat up of layer of material.

theat(r) =
cpT
ε̇
, (2.49)

where ε̇ is Ėtide,rot/∆M. Note that this timescale depends on the assumed

envelope mass. A thinner envelope will both heat and cool much more

quickly. The heating timescale only varies by a factor of a few across

the outer envelope. When theat & ttherm, the additional heat diffuses very

quickly and in layers closest to the surface. This is the case when the WD is

far away from the BH and Ėrot is relatively small (see Fig. 2.16). However,

as the WD orbit evolves, eventually theat . ttherm at the base of the outer

envelope. Then heat is trapped and the shell heats up. This is clear from

examining the temperature profile of the WD just before the onset of run-

away fusion (see Fig. 2.17). Heating of the degenerate hydrogen layer can
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lead to runaway fusion because the pressure of this layer is independent

of the temperature. For a WD captured at η0 = 20, the base of the heat-

ing envelope already meets the criterion theat < ttherm before gravitational

radiation shrinks the orbit. In this case, the hydrogen layer quickly heats

up and ignites within a few thousand years, well before gravitational ra-

diation drives the WD toward tidal disruption. For a WD with the same

envelope captured at η0 = 30, theat > ttherm for a substantial fraction of the

gravitational radiation timescale. In this case, heat is only trapped after the

orbit has evolved long enough that η is a about half of its original value.

We caution that the non-linear breaking depth which determines ∆M is

somewhat uncertain, as is the formation of critical layers which can ab-

sorb wave energy [Fuller and Lai, 2012c, Burkart et al., 2012]. If heat de-

position is limited to the outermost layers (where non-linear breaking is

most assured) ttherm � theat, so the heat will diffuse out before creating a

thermonuclear run away. If heat is distributed deeper in the WD, through-

out the He layer, it may have little effect on the structural evolution of the

WD. Assuming that non-linear breaking occurs at a critical layer of depth

∆M ∼ 10−4M, we expect that a CO WD on the path to disruption will lose

its hydrogen envelope due to a tidally induced nova before arrival.

2.7 Summary and Discussion

We have studied the effects of dynamical tides on the orbital and struc-

tural evolution of a WD in a high-eccentricity orbit around a massive BH.

For such WD-MBH binaries, dynamical tides involve the tidal excitation of

outgoing gravity waves in the deeper envelope (around the transition re-
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gion between the CO core and He layer) and their dissipation in the outer

envelope of the WD. We find that these dynamical tides have a negligible

impact on the orbital evolution in comparison to gravitational radiation

(GR). Additionally, the timescale for spinning up the WD via dynamical

tides is generally longer than the GR-timescale. However, tidal dissipation

can dramatically alter the WD structure.

We have calculated the rates of energy and angular momentum transfer

due to tides as a function of the dimensionless pericentre distance η = rp/rt

[see equation (2.4)] for various orbital eccentricities e and stellar rotation

rates Ωs. These calculations assume that the tidally excited gravity waves

are efficiently dissipated via non-linear effects or radiative damping as

they propagate to the outer envelope of the WD. We have extended the

method of Fuller and Lai [2012b], who considered WDs in circular orbits,

to eccentric orbits by decomposing the tidal potential into a sum of mul-

tiple components with different forcing frequencies and studying the WD

response to each component. We have applied this method to two MESA-

generated CO WD models with Teff = 9, 000 and 5, 200 K. We found that

the dimensionless energy and angular momentum transfer rates, Ėin(η),

Ėrot(η), and J̇(η) [see equations (2.11)-(2.13)], are relatively constant for

η . 10, varying only by a factor of a few (see Fig. 2.13). The tidal transfer

rates for η & 15 decrease exponentially with increasing η (see Fig. 2.8). For

both models, increasing the stellar rotation rate Ωs decreases the transfer

rates while increasing the eccentricity e smooths Ėin(η), Ėrot(η), and J̇(η).

We have used MESA to model the structural evolution of the WD due to

tidal heating while the orbit shrinks due to gravitational radiation. We

found that the hydrogen layer of the CO WD always heats up and ignites
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long before the orbit evolves to the point of disruption. We therefore ex-

pect that a CO WD captured into an eccentric orbit may lose its hydrogen

envelope before it is torn apart by tidal forces, provided a substantial frac-

tion of the tidal heat is deposited near the base of the hydrogen envelope.

This paper is a first study on how dynamical tides affect a WD in an ec-

centric orbit around a MBH. Several caveats of our study are worth men-

tioning. First, the the effect of rotation is treated approximately, without

including the Coriolis force. In many cases, the WD is slowly rotating

and will not synchronize before disruption, so this approximation is well

founded. However, a WD captured from a binary could still have a sig-

nificant rotation rate. Second, we assume that the outgoing gravity waves

damp efficiently near the surface. This may not be true for all tidal fre-

quencies, in which case, our calculations overestimate tidal heating. Fi-

nally, the location of tidal heat deposition is estimated crudely and our

implementation of the heating rate is approximate (especially for small

η’s).

Our work poses the question of what happens to a WD in an eccentric

orbit around a BH that has already lost its hydrogen envelope in a run-

away fusion event. The absence of a hydrogen envelope will change the

behaviour of gravity waves near the surface of the WD and may reduce

tidal dissipation. It is likely that the WD will only experience one tidal

nova before disruption. However, as the WD continues to inspiral, the

tidal heating rate will increase steeply as a function of decreasing η [see

equation (2.47)]. This strong dependence presents the possibility of mul-

tiple novae before disruption, which may produce a distinctive observa-

tional signature. Future work is needed to understand how the absence of
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the hydrogen envelope would change the tidal effect at smaller pericentre

distances.

Our study of tidal dissipation in eccentric WD-MBH binaries can be easily

adapted to other problems. For instance, WD-WD binaries with extreme

eccentricities may be produced in triple systems, which could lead to di-

rect WD-WD collisions and Type Ia supernovae ([Katz and Dong, 2012],

[Kushnir et al., 2013]). In such WD-WD binaries, the physics of tidal dissi-

pation studied in this paper can be directly applied, and equations (2.11)-

(2.13) remain valid. In fact, the BH mass scales out if one expresses the

pericentre distance in terms of the dimensionless parameter η [see equa-

tion (2.47)]. The only difference is that the orbital evolution timescale due

to gravitational radiation becomes longer [see equation (2.7)] and there-

fore tidal dissipation may contribute to the orbital evolution.
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CHAPTER 3

DYNAMICAL TIDES IN HIGHLY ECCENTRIC BINARIES: CHAOS,

DISSIPATION AND QUASI-STEADY STATE

Originally published in:

M. Vick and D.Lai. Dynamical Tides in Highly Eccentric Binaries: Chaos,

Dissipation and Quasi-Steady State. MNRAS 476, pp. 482-495, 2018. doi:

110.1093/mnras/stx539

3.1 Introduction

Highly eccentric binaries appear in a variety of astrophysical contexts. In

dense stellar clusters, two stars can be captured into a bound orbit with

each other if a close encounter transfers enough energy into stellar oscil-

lations [Fabian et al., 1975, Press and Teukolsky, 1977, Lee and Ostriker,

1986]. Such tidally captured binaries are highly eccentric and often in-

volve compact objects (black holes and neutron stars). Massive black holes

in nuclear star clusters may tidally capture normal stars, and could build

up significant masses through successive captures [Stone et al., 2017]. In-

deed, stars on highly eccentric orbits around massive black holes could be

precursors of tidal disruption events [Rees, 1988], dozens of which have

already been observed, e.g. Stone and Metzger [2016], Guillochon [2016].

Heating from tidal dissipation may affect the structure of stars moving

toward disruption and potentially alter the observational signal of these

events [Vick et al., 2017, MacLeod et al., 2014]. In exoplanetary systems,

hot and warm Jupiters may be formed through high-eccentricity migra-

tion, in which a giant planet is pushed into a highly eccentric orbit by the
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gravitational perturbation from a distant companion (a star or planet); at

periastron, tidal dissipation in the planet reduces the orbital energy, lead-

ing to inward migration and circularization of the planet’s orbit [Wu and

Murray, 2003, Fabrycky and Tremaine, 2007, Nagasawa et al., 2008, Petro-

vich, 2015a, Anderson et al., 2016, Muñoz et al., 2016]. Finally, the Ke-

pler spacecraft has revealed a class of high-eccentricity stellar binaries with

short orbital periods, whose light curves are shaped by tidal distortion and

reflection at periastron [Thompson et al., 2012, Beck et al., 2014, Kirk et al.,

2016]; many of these “heartbeat stars” also exhibit signatures of tidally in-

duced stellar oscillations [Welsh et al., 2011, Fuller and Lai, 2012a, Burkart

et al., 2012, Fuller, 2017].

In a highly eccentric binary, dynamical tidal interaction occurs mainly

near pericentre and manifests as repeated tidal excitations of stellar os-

cillation modes. Since tidal excitation depends on the oscillation phase,

the magnitude and direction of the energy transfer between the orbit and

the modes may vary from one pericentre passage to the next [Kochanek,

1992]. Earlier works in the context of tidal-capture binaries have shown

that for some combinations of orbital parameters, the energy in stellar

modes may behave chaotically and grow to very large values. Mardling

[1995a,b] first uncovered this phenomenon in numerical integrations of

forced stellar oscillations and orbital evolution and explored the con-

ditions for chaotic behaviour via Lyapunov analysis. In a later work,

Mardling and Aarseth [2001] presented an empirical fitting formula for

the location of a “chaos boundary,” beyond which tighter and more ec-

centric binaries exhibit chaotic orbital evolution. The possibility of chaotic

growth of mode energy was also explored analytically in Ivanov and Pa-
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paloizou [2004a, 2007a, 2011] in the context of giant planets on eccentric

orbits. On the other hand, it is also expected that the long-term evolu-

tion of the binary depends on how effectively the binary components can

dissipate energy [Kumar and Goodman, 1996]. Indeed, in the presence of

dissipation, the system may reach a quasi-steady state in which the orbit-

averaged mode energy remains constant [Lai, 1996a, 1997, Fuller and Lai,

2012a]. Numerical results from Mardling [1995b] have shown that chaot-

ically evolving systems will eventually settle into a quiescent state of or-

bital evolution when modes are allowed to dissipate. The properties of

this quasi-steady state that emerges from a chaotic dynamical system are

unclear.

Given the important role played by dynamical tides in various eccentric

stellar/planetary binary systems, a clear understanding of the dynamics

of repeated tidal excitations of oscillation modes and the related tidal dis-

sipation is desirable. In this paper, we develop an iterative map (Section

3.2) that accurately captures the dynamics and dissipation of the coupled

“eccentric orbit + oscillation modes” system. Using this map, we aim to (i)

characterize the classes of behaviours exhibited by eccentric binaries due

to dynamical tides, (ii) explore the orbital parameters that lead to these

behaviours, and (iii) study how the inclusion of mode damping affects

the evolution of the system. As we shall see, the coupled “eccentric orbit

+ oscillation modes” system exhibits a richer sets of behaviours (see Sec-

tion 3.3) than recognized in the previous works by Mardling [1995a,b] and

Ivanov and Papaloizou [2004a]. In particular, the regime of chaotic mode

growth (assuming a single mode) is determined by two dimensionless pa-

rameters (see Fig. 3.1 below), not one. Resonances between the oscillation
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mode and orbital motion can significantly influence the chaotic boundary

for mode growth. In the presence of mode dissipation, we show that even

a chaotic system eventually reaches a quasi-steady state (Section 3.4); we

quantify the properties of the quasi-steady state and the long-term evolu-

tion of the system. In Section 3.5, we generalize our analysis to multi-mode

systems.

The results of this study are applicable to a variety of systems mentioned

at the beginning of this section. Some of these applications are briefly

discussed in Section 3.6. Of particular interest is the possibility that, in

the high-eccentricity migration scenario of hot Jupiter formation, chaotic

mode growth, combined with non-linear damping, may lead to efficient

formation of warm Jupiters and hot Jupiters.

3.2 Iterative Map for Mode Amplitudes

Consider a binary system consisting of a primary body M (a star or planet)

on an eccentric orbit with a companion M′ (treated as a point mass). Near

pericentre, the tidal force from M′ excites oscillations in M. When the oscil-

lation amplitudes are sufficiently small, we can follow the evolution of the

modes and the orbit using linear hydrodynamics. For highly eccentric or-

bits (1− e � 1), the orbital trajectory around the pericentre remains almost

unchanged even for large changes in the binary semi-major axis. Under

these conditions, the full hydrodynamical solution of the system can be

reduced to an iterative map (see Appendix B.1). We present the following

map for a single-mode system and will discuss later the effects of multiple

modes.

47



We define the dimensionless mode energy and binary orbital energy in

units of |EB,0| (the initial binary orbital energy), i.e., Ẽ = E/|EB,0|. Consider

a single mode of the star with frequency ω and (linear) damping rate γ.

Let ak−1 be the mode amplitude just before the k-th pericentre passage.

Immediately after the k-th passage, the mode amplitude becomes

ak− = ak−1 + ∆a, (3.1)

where ∆a (real) is the mode amplitude change in the “first” passage (i.e.,

when there is no pre-existing oscillation). We normalize ak such that the

(dimensionless) mode energy just after k-th passage is Ẽk− = |ak−|
2. Thus

the energy transfer to the mode in the k-th passage is

∆Ẽk = |ak−|
2 − |ak−1|

2 = |ak−1 + ∆a|2 − |ak−1|
2. (3.2)

In physical units, the energy transfer in the “first” passage is given by

∆E1 = (∆a)2|EB,0|. The binary orbital energy (ẼB,k) immediately after the

k-th passage is given by

ẼB,k = ẼB,k−1 − ∆Ẽk = ẼB,0 −

k∑
j=1

∆Ẽ j, (3.3)

and the corresponding orbital period is

Pk

P0
=

(
ẼB,0

ẼB,k

)3/2

, (3.4)

where ẼB,0 = −1. The mode amplitude just before the (k + 1)-th passage is

ak = ak− e−(iω+γ)Pk = (ak−1 + ∆a) e−(i+γ̂)P̂k , (3.5)

where we have defined the dimensionless damping rate and orbital period

γ̂ =
γ

ω
, P̂k = ωPk. (3.6)
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Equations (3.1)-(3.5) complete the map from one orbit to the next, starting

from the initial condition a0 = 0, Ẽ0 = 0, ẼB,0 = −1. In the absence of

dissipation, this map reduces to that of Ivanov and Papaloizou [2004a].

The map depends on three parameters:

P̂0 ≡ ωP0, (3.7)

|∆P̂1| ≡ ω|∆P1| '
3
2

P̂0(∆a)2 =
3
2

P̂0

(
∆E1

|EB,0|

)
, (3.8)

γ̂ =
γ

ω
=
γP0

P̂0
=

1
P̂0

(
P0

tdamp

)
. (3.9)

To relate P̂0 and |∆P̂1| to the physical parameters of the system, we scale

the mode frequency ω to Ωperi ≡ (GMt/r3
peri)

1/2 (where Mt = M + M′, and rperi

is the pericentre distance), and find

P̂0 =
2π(ω/Ωperi)
(1 − e)3/2 . (3.10)

The parameter |∆P̂1| is related to the energy transfer in the “first” pericen-

tre passage via |∆P̂1|/P̂0 = (3/2)|∆E1/EB,0|. If we scale rperi by the tidal radius

rtide = R(Mt/M)1/3 (where R is the stellar radius), i.e., η = rperi/rtide, we have,

for l = 2,

∆E1 = −
GM′2R5

r6
peri

T (η, ω/Ωperi, e), (3.11)

where T is a dimensionless function of η, ω/Ωperi, and e (though T becomes

independent of e as e approaches unity). The exact form of T (η, ω/Ωperi, e)

is provided in Appendix B.1. Then,

|∆P̂1| =
6π(ω/Ωperi)
(1 − e)5/2

(
M′

M

) (
M
Mt

)5/3
η−5T (η, ω/Ωperi, e). (3.12)

In general, |∆P̂1| falls off steeply with η. However, even when η is large

(weak tidal encounter), |∆P̂1| can be significant for highly eccentric systems

(with 1 − e � 1).
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The map (3.1)-(3.5) assumes that (i) energy transfer occurs instantaneously

at pericentre; (ii) at each pericentre passage, the change in mode ampli-

tude, ak− − ak−1, is the same; and (iii) the mode energy is always much less

than the binding energy of the star. The first condition is satisfied when

1− e � 1. Eccentric systems that exhibit oscillatory behaviour (see Section

3.3) easily satisfy this condition over many orbits. Chaotic systems (see

Section 3.3) can evolve through a larger range of mode energies and or-

bital eccentricities. For this condition to hold throughout evolution, they

must begin with very large eccentricities. The second condition requires

that the pericentre distance remains constant, which in turn requires that

the fractional change in orbital angular momentum, ∆L/L, remain small

throughout orbital evolution. Using ∆L ∼ ∆EB/Ωperi as an estimate, we

find that the condition ∆L/L � 1 becomes

∆L
L
∼

1

2
√

2
∆ẼB(1 − e) � 1. (3.13)

Thus, for sufficiently eccentric orbits, rperi is roughly constant even when

the orbital energy changes by ∆ẼB ∼ 10. The third condition, Ek � GM2/R,

yields the expression

Ẽk(1 − e)
2η

(
M′

M

) (Mt

M

)−1/3

� 1. (3.14)

Again, this is easiest to satisfy for very eccentric orbits.

3.3 Mode Energy Evolution without Dissipation

We first study the dynamics of the “eccentric orbit + mode” system with-

out dissipation (γ̂ = 0). The iterative map described in equations (3.1)-(3.5)

displays a variety of behaviours depending on P̂0 and |∆P̂1|. We can gain
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Figure 3.1: The maximum mode energy reached in 104 orbits as a function of
|∆P̂1|/2π and P̂0/2π. The energy is normalized to the initial orbital energy of
the binary. In the dark blue regions, the mode exhibits low-energy oscillations.
In the light green regions, the mode exhibits high-amplitude oscillations corre-
sponding to a resonance. The red regions indicate chaotic mode evolution.

insight into the evolution of the system by recording Ẽmax, the maximum

mode energy reached over many orbits; this quantity reveals whether en-

ergy transfer to stellar modes is relatively small or whether the orbit can

change substantially by transferring large amounts of energy. Figure 3.1

shows Ẽmax after 104 orbits for systems with a range of P̂0 and |∆P̂1|. Sim-

ilarly, Fig. 3.2 displays Ẽmax as a function of rperi and e for an n = 1.5 poly-

trope stellar model in a binary with mass ratio M′/M = 1. The relationship

between the physical parameters rperi and e and the mapping parameters

P̂0 and |∆P̂1| is given by equations (3.10) and (3.12) (see Appendix B.1 for
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Figure 3.2: The maximum mode energy reached in 104 orbits as a function of
the pericentre distance, rperi, and e for the l = 2 f-mode of an n = 1.5 polytrope
in a binary with mass ratio M′/M = 1. The energy is normalized to the en-
ergy transferred in the first pericentre passage, ∆Ẽ1. In the dark blue region, the
mode exhibits low-amplitude oscillations. The light blue “fingerprint” ridges
correspond to resonances. The yellow/orange region displays chaotic mode
evolution. The black line indicates |∆P̂1| = 1. Note that, in this figure, the mode
energy of the chaotic systems may not have attained the true “theoretical” max-
imum [see equation (3.26)] in 104 orbits; the energy may continue to climb to a
large value if the system is allowed to continue evolving.

more detail).

The system evolution has a complex dependence on P̂0 and |∆P̂1|. In gen-

eral, the mode energy exhibits oscillatory behaviour for small |∆P̂1| and

chaotic growth for large |∆P̂1|. However, Fig. 3.1 shows exceptions to this
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trend. The figure also suggests that the response to P̂0 is periodic and the

mode amplitude is larger in magnitude near resonances where the orbital

frequency is commensurate with the mode frequency. The map displays

three primary types of behaviours — low-amplitude oscillation, resonant

oscillation, and chaotic evolution. Transitions between the three regimes

are complicated. However, within each regime, Ẽmax exhibits simple de-

pendence on P̂0 and |∆P̂1|. We now discuss the three types of behaviour in

detail.

3.3.1 Oscillatory Behaviour

When |∆P̂1|/(2π) . 0.05 and P̂0/(2π) is not close to an integer, the mode

exhibits low-amplitude oscillations, shown in the top panels of Fig. 3.3. In

this regime, the orbital period is nearly constant (P̂k ' P̂0), and the map

from equations (3.1)-(3.5) can be written simply as

ak ' (ak−1 + ∆a) e−iP̂0 . (3.15)

This can be solved with the initial condition a0 = 0, yielding

ak '
∆a

eiP̂0 − 1

(
1 − e−iP̂0k

)
. (3.16)

Note that, in the complex plane, this solution has the form of a circle of

radius |1/(eiP̂0 − 1)| centred on 1/(eiP̂0 − 1), as shown in Fig. 3.3 [a result

previously seen in Ivanov and Papaloizou [2004a]]. From equation (3.16),

the maximum mode energy in this regime is

Ẽmax '
2(∆a)2

1 − cos P̂0
. (3.17)

This result demonstrates that our assumption of P̂k ' P̂0 performs well

when (∆a)2 � 1 and P̂0 is not too close to an integer multiple of 2π. Un-
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Figure 3.3: Left Column: The evolution of the mode energy over multiple peri-
centre passages. Right Column: The complex mode amplitude ak (normalized
to ∆a, the change in mode amplitude during the first pericentre passage). From
top to bottom, the three rows correspond to different types of behaviours —
low-amplitude oscillations, resonant behaviour, and chaotic evolution. The red
line is from equation (B.30) in Appendix B.2.1.
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der these conditions, the mode energy remains of order (∆a)2 = ∆Ẽ1, the

energy transfer in the “first” pericentre passage.

3.3.2 Resonance

Figure 3.1 indicates that the stellar mode exhibits large-amplitude oscilla-

tions for P̂0 ' 2πN (with N =integer), i.e., when the orbital period P0 is

nearly an integer multiple of the mode period 2π/ω. To understand this

behaviour, we assume Ẽk = |ak|
2 � 1, which holds true in the non-chaotic

regime. With no dissipation, equation (3.4) is replaced by

P̂k ' P̂0

(
1 −

3
2
|ak−|

2
)

= P̂0 − |∆P̂1||zk|
2, (3.18)

where we have defined zk ≡ ak−/∆a and used equation (3.8). The map can

then be written as

zk+1 = 1 + zk e−iP̂k ' 1 + zk e−iP̂0+i|∆P̂1 ||zk |
2
. (3.19)

Near a resonance, with |δP̂0| = |P̂0 − 2πN | � 1, the above map can be

further simplified to zk+1 − zk ' 1 + zk(−iδP̂0 + i|∆P1||zk|
2). The maximum

mode amplitude near resonance is determined by setting the non-linear

term |∆P̂1||zk|
3 ∼ 1, giving |zres| ∼ |∆P̂1|

−1/3. The corresponding mode energy

is

Ẽres ∼
(∆a)2

|∆P̂1|
2/3
∼
|∆P̂1|

1/3

P̂0
. (3.20)

Equation (3.20) is valid for |δP̂0| . |∆P̂1|
1/3, and agrees with our numerical

result (see Appendix B.2.1 for more details).
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3.3.3 Chaotic Growth

Chaotic growth of mode energy typically occurs when |∆P̂1| & 1, i.e., when

enough energy is transferred in a pericentre passage to change the orbital

period and cause appreciable phase shift of the mode. In this regime, the

mode amplitude fills a circle in the complex plane after the binary evolves

for many orbits, as shown in the bottom panels of Fig. 3.3.

We can verify that the dynamical behaviour of systems with a large |∆P̂1| is

chaotic by examining the difference between a trajectory and its shadow to

estimate the Lyapunov exponent. The shadow trajectory is calculated with

a slightly different initial value a0,shadow, such that δa0 ≡ |a0,shadow| − |a0| � 1.

We follow the evolution of δak ≡ ||ak,shadow|− |ak||. For chaotic behaviour, we

expect

δak ≈ δa0 eλk, (3.21)

where λ is the Lyapunov exponent.

Figure 3.4 suggests that systems with |∆P̂1| ∼ 1 indeed undergo chaotic

evolution, with δak growing exponentially (but eventually saturating

when δak ∼ 0.1). For the system depicted in Fig. 3.4, λ ≈ 1.77. The ex-

act value of λ can change slightly with the parameters P̂0 and |∆P̂1|. Sim-

ilar Lyapunov calculations were performed in Mardling [1995a,b] to de-

termine numerically the boundary for chaotic behaviour in the rperi − e

plane [e.g. Fig. 13 in Mardling [1995a], which qualitatively agrees with

our Fig. 3.2]. The condition |∆P̂1| & 1 for chaotic behaviour was first iden-

tified by Ivanov and Papaloizou [2004a].

While the Lyapunov saturation of δak occurs after 10’s of orbits, the mode

energy can continue to climb over much longer timescales (as in the bot-
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Figure 3.4: The blue dots show the difference between the mode amplitude of a
trajectory and its shadow, δak, as a function of orbits. The green line shows a fit
to the exponential rise with λ ≈ 1.77, where λ is defined in equation (3.21). For
k & 20, δak saturates around 0.1.

tom panel of Fig. 3.3). In the absence of dissipation, the mode amplitude

map is simply

ak = (ak−1 + ∆a) e−iP̂k , with P̂k = P̂0

(
1 + |ak|

2
)−3/2

. (3.22)

When the change in orbital period between pericentre passages, ∆P̂k =

P̂k − P̂k−1, is much larger than unity, P̂k approximately takes on ran-

dom phases. This random-phase model, previously studied in Mardling

[1995a], Ivanov and Papaloizou [2004a], captures the key features of mode

growth in the chaotic regime (see Fig. 3.5). The mode energy after the k-th

passages can be written as

Ẽk =

k∑
j=1

∆Ẽ j =

k∑
j=1

[
(∆a)2 + 2(∆a)Re(a j−1)

]
. (3.23)
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If we assume that a j−1 exhibits random phases, then

〈Ẽk〉 ∼ (∆a)2k, (3.24)

a result previously obtained by Mardling [1995a] and Ivanov and Pa-

paloizou [2004a]. This provides a crude description of the chaotic mode

growth, shown in Fig. 3.5.

Although Ẽmax can become very large, Fig. 3.3 suggests that the mode

energy cannot exceed a maximum value, a feature not captured by the

random-phase model, but previously seen in some examples of numerical

integrations of chaotic mode evolution [Mardling, 1995b]. This can be un-

derstood from the fact that as the mode energy increases, the the range of

possible ∆P̂k decreases. Indeed, from equation (3.22) we find

∆P̂k ≡ P̂k − P̂k−1 ' −3∆aP̂0
Re(ak−1)

(1 + |ak−1|
2)5/2 . (3.25)

Setting ∆P̂k ∼ 1 leads to a maximum mode energy

Ẽmax =
(
|ak|

2)
max ∼ (P̂0∆a)1/2 ∼

(
|∆P̂1|P̂0

)1/4
. (3.26)

More discussion on the maximum mode energy in the chaotic regime can

be found in Appendix B.2.3. Note that Ẽmax of order a few can be easily

reached for a large range of P̂0 and |∆P̂1| (see Fig. 3.3). Such a large mode

energy implies order unity change in the semi-major axis of the orbit, but

for 1 − e � 1 it does not necessarily violate the requirements needed for

the validity of the iterative map [see equations (3.13)-(3.14)].

3.4 Mode Energy Evolution with Dissipation

We now consider the effect of dissipation on the evolution of the system.

In the presence of mode damping (γ , 0), energy is preferentially trans-
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Figure 3.5: The mode energy evolution for two slightly different values of |∆P̂1|.
The blue lines are the results from the iterative map; the light green lines show
examples of the random phase model [where P̂k in equation (3.22) takes on ran-
dom values between 0 and 2π]; the dark green is an average of 100 iterations of
the random phase model; and the red lines show the expected average growth
of the mode energy in the diffusion model.
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ferred from the orbit to the stellar mode which then dissipates, causing

long-term orbital decay. In the extreme case when the mode damping time

tdamp = γ−1 is shorter than the orbital period P, the energy transfer in each

pericentre passage ∆E1 is dissipated, and the orbital energy EB simply de-

cays according to
dEB

dt
' −

∆E1

P
, (for tdamp . P). (3.27)

Below, we will consider the more realistic situation of tdamp � P.

3.4.1 Quasi-Steady State

Consider a system with |∆P̂1| � 1 and an orbital period that is far from

resonance. The mode energy will stay around ∆E1, and can attain a quasi-

steady state after a few damping times (see Fig. 3.6). Indeed, since the

orbital period P remains roughly constant over multiple damping times,

the map simplifies to

ak ' (ak−1 + ∆a) e−(i+γ̂)P̂. (3.28)

Assuming a0 = 0, we find

ak '
∆a

e(i+γ̂)P̂ − 1

[
1 − e−(i+γ̂)P̂k

]
. (3.29)

Clearly, the mode amplitude approaches a constant value after a few

damping times (kP � γ−1), and the mode energy reaches the steady-state

value [Lai, 1997]:

Ẽss '
∆Ẽ1 e−γ̂P̃

2(cosh γ̂P̂ − cos P̂)
'

∆Ẽ1

4 sin2(P̂/2) + (γ̂P̂)2
, (3.30)

where the second equality assumes γ̂P̂ = γP � 1, or tdamp � P. The steady-

state energy is of order ∆Ẽ1, provided that the system is not near a reso-

nance. In the steady state, the star dissipates all the “additional” energy
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Figure 3.6: The stellar mode energy (blue dots) and the orbital energy (green
dots; shifted for comparison) over 50 pericentre passages. Energy is normalized
to the initial orbital energy of the binary. The solid red line shows the steady-
state mode energy given by equation (3.30), and the dashed red line shows the
orbital decay rate from equation (3.31).

gained at each pericentre passage, and thus the orbital energy decays ac-

cording to

dẼB

dt
' −2γẼss or

dEB

dt
' −

2Ess

tdamp
, (for tdamp � P). (3.31)

3.4.2 Passing Through Resonances

As the binary orbit experiences quasi-steady decay, it will encounter reso-

nances with the stellar mode (P̂/2π =integer), during which rapid orbital

decay occurs (see Fig. 3.7).
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Figure 3.7: The mode energy (in blue) and the orbital energy (in green) over
many pericentre passages. Energy is normalized to the initial orbital energy of
the binary. The analytic orbital decay rate for the quasi-steady state is plotted
in dashed red. The red lines are spaced by 5.46Ẽres with Ẽres given by equa-
tion (3.20).

The change in orbital energy when a system moves through a resonance

depends on how the resonance time tres (the timescale for the mode energy

of a system near resonance to reach Ẽres) compares with tdamp. In most

likely situations, the resonance time tres ∼ P/|∆P̂1|
1/3 (see Appendix B.2.2)

is much shorter than tdamp, so the orbital energy is quickly transferred to

the stellar mode as the system approaches the resonance, and the mode

energy reaches the maximum resonance value given by equation (3.20).

All of this energy is dissipated within a few tdamp, resulting in a net change

in the orbital energy during the resonance ∆ẼB,res ' Ẽres ∼ |∆P̂1|
1/3/P̂. By

comparison, the quasi-steady orbital energy change between adjacent res-
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onances [from P̂ = 2πN to P̂ = 2π(N − 1)] is (assuming N � 1)

∆ẼB,ss '
4π
3P̂

. (3.32)

Thus ∆ẼB,res/∆ẼB,ss ∼ 0.2|∆P̂1|
1/3. In practice, systems that evolve into res-

onance rather than starting in resonance will reach a maximum mode en-

ergy of a few times equation (3.20), so ∆ẼB,res can be comparable to ∆ẼB,ss.

3.4.3 Tamed Chaos

In the presence of dissipation, even systems that experience chaotic mode

growth eventually settle into a quasi-steady state. Figure 3.8 depicts an ex-

ample. We see that initially the mode energy increases rapidly, accompa-

nied by a large decrease in the orbital energy. This behaviour has been seen

in numerical integrations of forced stellar oscillations and orbital evolu-

tion by Mardling [1995b], where the orbital eccentricity quickly decreases

to a value dictated by the “chaos boundary” before settling into a state

of gradual decay. With our exact “dissipative” map, we can predict the

steady-state mode energy and orbital decay rate that emerge after a period

of chaotic evolution. For systems with relatively large damping rates, the

mode energy may not reach the full “chaotic maximum” given by equa-

tion (3.26). However, for systems with relatively small damping rates, the

full maximum energy is attainable. In either case, the mode energy ul-

timately decays to a quasi-steady value of order ∆E1 after a timescale of

∼ tdamp ln(Emax/∆E1). The evolution of the system in quasi-steady state is

well described by equations (3.30)-(3.31).

We can understand how an initially chaotic system (with |∆P̂1| ∼ 1) is

brought into the “regular” regime by renormalizing various quantities
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to their “post-chaotic” values (see the lower panel of Fig. 3.8). Recall

that the key parameter that determines the dynamical state of the sys-

tem is |∆P̂| = ω|∆P|, with ∆P the change in the orbital period in a the

first pericentre passage (i.e. when there is no prior oscillation). Since

|∆P|/P ' 3∆E/(2|EB|) and ∆E is independent of the semi-major axis a (it de-

pends only rperi, which is almost unchanged), we find |∆P̂| ∝ a5/2 ∝ (1−e)−5/2

[for rperi = constant; see equation (3.12)]. Thus, after significant orbital

decay (with a decreased by a factor of a few), |∆P̂| is reduced to a “non-

chaotic” value, and the system settles into the regular quasi-steady state.

We can approximate the orbital parameters of a “tamed” chaotic system

that has reached quasi-steady state from the evolution of the orbital en-

ergy, ẼB. Our map assumes that angular momentum is conserved as the

orbit evolves. Given this constraint, the orbital eccentricity just before the

(k + 1)-th pericentre passage is

ek =
[
1 − |ẼB,k|(1 − e2

0)
]1/2

. (3.33)

As an example, a system with initial eccentricity e0 = 0.99 that settles to a

quasi-steady state orbital energy ẼB ≈ −5 would retain an eccentricity of

e ≈ 0.95. Note that less eccentric binaries (even e = 0.9) can circularize sub-

stantially over the course of chaotic evolution and strain the assumptions

of our map (see Section 3.2).

Our model assumes linear mode damping. In reality, modes that are ex-

cited to high amplitudes may experience non-linear damping. This will

likely make the system evolve to the quasi-steady state more quickly.

Other than this change of timescale, we expect that the various dynami-

cal features revealed in our model remain valid. We note that a rapidly

heated star/planet may undergo significant structural change depend-
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ing on where heat is deposited. This may alter the frequencies of stellar

modes. Our current model does not account for such feedback.

3.5 Systems with Multiple Modes

Our analysis can be easily generalized to systems with multiple modes

(labelled by the index α). The total energy in modes just before the (k + 1)-

th passage is Ẽk =
∑
α |aα,k|2. During a pericentre passage, the amplitude of

each mode changes by ∆aα. The total energy transferred to stellar modes

in the k-th passage is

∆Ẽk =
∑
α

[
|aα,k−1 + ∆aα|2 − |aα,k−1|

2
]
. (3.34)

As before, the orbital energy after the k-th passage is given by ẼB,k = ẼB,0 −∑k
j=1 ∆Ẽ j. The relationship between the orbital energy and the period is

given by equation (3.4). The mode amplitude of each mode just before the

(k + 1)-th passage is

aα,k = [aα,k−1 + ∆aα] e−(i+γ̂α)P̂α,k (3.35)

where P̂α,k ≡ ωαPk. Similarly, we define |∆P̂α,1| ≡ ωα|∆P1|. The evolution of

the system is completely determined by P̂α,0, |∆P̂α,1| and γ̂α = γα/ωα.

In general, systems with multiple modes exhibit the same types of be-

haviours seen in the single-mode system. Systems with small |∆P̂α,1| pass

through multiple resonances over many orbits. For systems with many

modes, resonances play a significant role in the orbital evolution, as shown

in Fig. 3.9. Multi-mode systems also exhibit chaotic growth that damps

into a quasi-steady state (see Fig. 3.10).
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Figure 3.8: The mode energy (in blue) and the binary orbital energy (in green)
over many pericentre passages. In the upper panel, the energy is normalized
to the initial orbital energy of the binary. The mode energy undergoes chaotic
evolution, and damps to a quasi-steady sate after a few tdamp. The lower panel
shows the later phase of the evolution (to the right of the dashed red line in
the upper panel), with the energy re-normalized to the energy of the binary
after 50,000 orbits. The predicted quasi-steady state mode energy is shown as a
solid red line. The values of P̂ and |∆P̂| at 50,000 orbits are indicated. Note that
because of the significant orbital decay during chaotic evolution, we use time
(in units of P0) rather than the number of orbits for the x-axis.
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Figure 3.9: The total mode energy and orbital energy of a system with three
modes that evolves through multiple resonances. The properties of the modes
are discussed in detail in Appendix B.3. For this system, the parameters are
P̂α,0/2π = 123, 56.6, 50.4 and |∆P̂α,1|/2π = 0.1, 0.05, 0.04. The mode damping times
are all of order tdamp ∼ 100P0. Resonances for different modes are shown with
vertical solid, dashed, and dot-dashed lines.

Figure 3.11 shows two examples similar to Fig. 3.1 that explore the param-

eter space of systems with three modes — one with a dominant mode, and

another with (∆aα) roughly equal for all modes. For application to stellar

binaries, the example with a dominant mode is characteristic of a binary

with M ∼ (a few)M� and a small pericentre separation (η ∼ 3). For systems

with larger η’s, the tidal potential tends to excite higher-order modes to

similar amplitudes. Appendix B.3 provides more detail on the choice of

mode properties, which are determined using MESA stellar models and

the non-adiabatic GYRE pulsation code [Paxton et al., 2011, Townsend

and Teitler, 2013]. In general, including multiple modes does not alter

the classes of behaviours that the system exhibits. However, the multiple-
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Figure 3.10: The total mode energy and orbital energy of a system with three
modes that undergoes initial chaotic growth and eventually damps to a quasi-
steady state. The properties of the modes are discussed in detail in Appendix
B.3. For this system, the parameters are P̂α,0/2π = 123, 137, 113 and |∆P̂α,1|/2π =

2.3, 2.5, 2.1. The mode damping times are all of order tdamp ∼ 100P0.

mode model is more prone to chaotic evolution. Additionally, all modes,

even those with relatively small ∆aα can guide the evolution of the system

near resonance.

3.6 Summary and Discussion

We have developed a mathematically simple model that accurately cap-

tures the evolution of eccentric binary systems driven by dynamical tides.

This model is exact for linear tidal oscillations in highly eccentric sys-

tems (see the last paragraph of Section 3.2 for the regime of validity of the

model). The evolution of the “eccentric orbit + oscillation mode” system
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Figure 3.11: The maximum mode energy (summed over all modes) reached in
10,000 orbits as a function of ω1|∆P1|/2π and ω1P0/2π. In the dark blue regions,
the modes exhibit low-energy oscillations, while in the dark red regions the
modes grow chaotically to large amplitudes. The left panel shows a system with
one dominant mode. The frequency ratios are ω2/ω1 = 0.41 and ω3/ω1 = 0.46.
The energy ratios are ∆Ẽ2,1/∆Ẽ1,1 = 0.04 and ∆Ẽ3,1/∆Ẽ1,1 = 0.03. The dashed
line corresponds to ω2P̂0/2π = 23, the dot-dashed line to ω3P̂0/2π = 26, and the
solid lines to resonances for ω1. The right panel shows a system where all three
modes are excited to similar energies. The frequency ratios are ω2/ω1 = 1.11 and
ω3/ω1 = 0.92. The energy ratios are ∆Ẽ2,1/∆Ẽ1,1 = 0.94 and ∆Ẽ3,1/∆Ẽ1,1 = 0.58.
The dashed lines corresponds to ω2P̂0/2π = 62, 63, 64, the dot-dashed lines to
ω3P̂0/2π = 51, 52, 53, and the solid lines to resonances for ω1.
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can be described by an iterative map, and depends on three parameters

(for a single mode system): P̂0, |∆P̂1| and γ̂ [see equations (3.7)-(3.9)], cor-

responding to the initial orbital period, the change in orbital period during

the first pericentre passage, and the damping rate of an oscillation mode.

Multiple modes can be easily incorporated.

The iterative map reveals the following key findings:

– For non-dissipative systems, the mode evolution exhibits three types

of behaviours, depending on the values of |∆P̂1| and P̂0 (see Figs. 3.1

and 3.3):

(i) For small |∆P̂1| and an orbital frequency far from resonance with

the mode frequency (i.e. P̂0/2π not close to an integer), the mode

experiences low-amplitude oscillations with a maximum mode

energy given by equation (3.17).

(ii) For small |∆P̂1| and near resonance (P̂0/2π close to an integer), the

mode exhibits larger-amplitude oscillations with a maximum en-

ergy given by equation (3.20).

(iii) For |∆P̂1| & 1, the mode energy can grow chaotically (see Fig. 4),

reaching a maximum of order the orbital binding energy [see

equation (3.26)]. The chaotic mode growth can be approximately

described by a diffusion model [equation (3.24)], although such a

model would not contain the energy maximum.

– When mode dissipation is added, all systems, even those evolving

chaotically, decay to a quasi-steady state (see Figs. 3.6-3.8), with the

mode energy and orbital decay rate given by equations (3.30) and
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(3.31), respectively. Continued orbital decay is punctuated by reso-

nances (see Section 3.4.2).

These results are applicable to a variety of astrophysical systems men-

tioned in the introduction. In particular, a tidally captured star around

a compact object in dense clusters [Mardling and Aarseth, 2001] or a mas-

sive black hole, [e.g. Li and Loeb, 2013] at the centre of galaxies may ex-

perience chaotic growth of mode amplitude during multiple pericentre

passages, accompanied by significant orbital decay and tidal heating. A

similar evolution may occur when a giant planet (“cold Jupiter”) is ex-

cited into a high-eccentricity orbit by an external companion (a distant

star or a nearby planet) via the Lidov-Kozai mechanism [Wu and Mur-

ray, 2003, Fabrycky and Tremaine, 2007, Nagasawa et al., 2008, Petrovich,

2015a, Anderson et al., 2016, Muñoz et al., 2016]. We have found that a

mp ∼ 1 MJ planet pushed into an orbit with pericentre distance . 0.015 AU

and e & 0.95 will enter the chaotic regime for the growth of f-modes. The

planet can spend an appreciable time in the high-e phase of the Lidov-

Kozai cycle, allowing the mode energy to climb to a large value at which

the mode becomes non-linear and suffers rapid decay. The consequence is

that the planet’s orbit quickly shrinks (by a factor of a few), similar to the

behaviour depicted in Fig. 3.8, and the system eventually enters a quasi-

steady state with slow orbital decay. We suggest that this is a promising

mechanism for forming eccentric warm Jupiters, whose origin remains

poorly understood [Petrovich and Tremaine, 2016, Antonini et al., 2016,

Huang et al., 2016, Anderson and Lai, 2017]. This mechanism also speeds

up the formation of hot Jupiters through high-eccentricity migration chan-

nels.
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Our study has revealed a rich variety of dynamical behaviours for highly

eccentric binaries undergoing tidal interactions. Nevertheless, our model

is still idealized. One effect we did not include is stellar (or planetary) ro-

tation. The qualitative behaviours of systems that undergo low-amplitude

oscillations or chaotic evolution are unlikely to change with the inclusion

of rotation. However, tidal spin-up of the star (and tidal heating) can di-

rectly affect the mode frequencies, giving rise to the possibility of reso-

nance locking under some conditions, which may extend the time frame

over which the orbital energy rapidly decreases [Witte and Savonije, 1999,

Fuller and Lai, 2012a, Burkart et al., 2012, Fuller, 2017]. In addition, as

noted above, our assumption of linear damping may fail in the chaotic

regime; non-linear damping could lead to even more rapid orbital evolu-

tion and significant structural changes in the excited star or planet. All of

these issues deserve further study.

As this paper was under review, an independent work on dynamical tides

in eccentric giant planets was submitted by Wu [2017]. She considers the

effect of chaotic f-mode evolution (approximately diffusive evolution) on

the orbits of gas giants undergoing high-eccentricity migration, assuming

that the f-mode damps non-linearly when its amplitude becomes too large.

Her conclusion that dynamical tides rapidly shrink the orbit, overtaking

secular migration, agrees with our results and the discussion above.
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CHAPTER 4

CHAOTIC TIDES IN MIGRATING GAS GIANTS: FORMING HOT

AND TRANSIENT WARM JUPITERS VIA LIDOV-KOZAI

MIGRATION

Originally published in:

M. Vick, D.Lai, and K.R. Anderson. Chaotic tides in migrating gas giants: form-

ing hot and transient warm Jupiters via Lidov-Kozai migration. MNRAS 484,

pp. 5645-5668, 2019. doi: 10.1093/mnras/stz354

4.1 Introduction

Despite over two decades of observations, the origins of hot Jupiters (HJs,

giant planets with orbital periods . 10 days) remain puzzling [see Daw-

son and Johnson, 2018, for a review]. The materials and conditions nec-

essary to form such massive planets are not thought to exist so close to a

protostar. Some have suggested that HJs could form in-situ when a pro-

toplanet migrates inward and accumulates a gas envelope [Boley et al.,

2016, Batygin et al., 2016]. However, most theories propose that a fully

formed gas giant migrated toward its host star either via interaction with

the protoplanetary disk [e.g. Lin et al., 1996, Kley and Nelson, 2012] or

through tidal decay and circularization of a high-eccentricity orbit, a pro-

cess termed “high-eccentricity migration.” Equally puzzling is the origin

of warm Jupiters (WJs), giant planets with periods between about 10 days

and 200 days. Although these close-in giant planets (HJs and WJs) rep-

resent a relatively small population of exoplanetary systems compared to

the more abundant super-earths, their dynamical history can potentially

73



shape the architecture of planetary systems.

High-eccentricity migration is an appealing avenue for HJ formation. In

this scenario, a gas giant is excited into a highly eccentric orbit via interac-

tions with other planets or with a distant stellar companion. Strong planet-

planet scattering [Rasio and Ford, 1996, Chatterjee et al., 2008, Jurić and

Tremaine, 2008], various forms of secular interactions [Wu and Lithwick,

2011, Hamers and Portegies Zwart, 2016, Petrovich, 2015b], or a combi-

nation of both [Nagasawa et al., 2008, Beaugé and Nesvorný, 2012], can

produce very eccentric gas giants. A highly inclined stellar or planetary

companion can excite “Lidov-Kozai” (LK) oscillations [Lidov, 1962, Kozai,

1962, Naoz, 2016, for a review], pushing the eccentricity of the giant planet

to near unity [Wu and Murray, 2003, Fabrycky and Tremaine, 2007, Naoz

et al., 2012, Correia et al., 2012, Petrovich, 2015a, Anderson et al., 2016]. In

all cases, the orbit circularizes and decays to a period of few days due to

the tidal dissipation within the planet.

High-eccentricity migration can account for several puzzling character-

istics of observed HJs. For instance, tidal orbital decay produces the

observed pile-up of HJs at an orbital period of ∼ 3 days [e.g. Santerne

et al., 2016], corresponding to semi-major axes of a few times the Roche

radii of the planets. Lidov-Kozai migration driven by an inclined stel-

lar/planetary companion can naturally generate significant “spin-orbit”

misalignments between the rotation axis of the host star and the orbital

angular momentum axis of the planet, as observed in many HJ systems

[Hébrard et al., 2008, Narita et al., 2009, Winn et al., 2009, Triaud et al.,

2010, Albrecht et al., 2012, Winn and Fabrycky, 2015]; the chaotic evolu-

tion of the stellar spin axis driven by the changing planetary orbit may
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play a dominant role in producing the observed stellar obliquities [Storch

and Lai, 2014, Anderson et al., 2016, Storch et al., 2017]. Other flavors of

high-e migration can also produce appreciable spin-orbit misalignments

[e.g. Lithwick and Wu, 2014, Petrovich, 2015b, Teyssandier et al., 2019].

In addition, direct RV and AO-imaging searches have shown that a large

fraction of HJs have external massive planet companions at 5-20 au or dis-

tant stellar companions (50-2000 au) [Knutson et al., 2014, Ngo et al., 2015,

Wang et al., 2015, Bryan et al., 2016], suggesting that dynamical interac-

tions play a role in HJ formation. Huang et al. [2016] showed that most

HJs do not have any detectable neighbors (while half of WJs are closely

flanked by small neighbors), again suggesting that a significant fraction

of HJs may have formed through a dynamically active process, such as

high-e migration.

A significant uncertainty in any high-e migration scenario is tidal dissipa-

tion in the planet. Regardless of how the planet attains its high eccentricity,

efficient tidal dissipation is necessary in order to circularize the planet’s or-

bit and to bring it from a semi-major axis of several au’s to . 0.05 au. So

far, almost all studies of high-e migration have relied on the parameterized

weak-friction theory of equilibrium tides [Alexander, 1973, Hut, 1981]. In

order achieve tidal circularization within ∼ 5 Gyrs in high-e migration sce-

narios, the giant planet generally should be more dissipative than Jupiter

by more than an order of magnitude [e.g. Socrates et al., 2012, Petrovich,

2015a, Anderson et al., 2016].

The response of a fluid body (such as a giant planet) to tidal perturbation

involves the excitation of internal waves and modes at different frequen-

cies [see, e.g., Ogilvie, 2014]. For a body in a sufficiently eccentric orbit, os-
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cillatory modes excited at pericentre by the star’s tidal potential can grow

chaotically in amplitude, rapidly draining energy from the orbit over mul-

tiple close passages [Mardling, 1995a,b]. This effect is important for high-

eccentricity migration because the same conditions that allow a planet to

migrate quickly – small pericentre distance and large eccentricity – are

those that result in chaotic tidal behaviour. Ivanov and Papaloizou [2004a]

first studied the possibility that chaotic dynamical tides could speed up

the circularization of eccentric gas giants. They developed an iterative al-

gebraic map to simply follow f-mode evolution over many orbits from one

pericentre passage to the next, and later extended that work to consider in-

ertial mode or i-mode oscillations [Ivanov and Papaloizou, 2007b]. More

recently, Vick and Lai [2018] used a similar map (generalized to include

linear mode damping) to quantify the various dynamical behaviours of

the “mode + eccentric orbit” system (see also Section 4.2 below); they sug-

gested that chaotic tides could quickly produce eccentric warm Jupiters

(WJs), with a semi-major axis between 0.1 and 1 au, that efficiently circu-

larize to HJs. Wu [2018] also studied the orbital evolution of a planet ex-

periencing chaotic tides, and uncovered some of the key features of high-e

migration with chaotic tides – we will examine these features in more de-

tail in the later sections of this paper.

In this paper, we present a comprehensive study of high-eccentricity mi-

gration of giant planets, incorporating a detailed model of chaotic tidal

evolution. We focus on migration via the LK effect with a stellar compan-

ion. Although this flavour of high-e migration may only account for a frac-

tion of the HJ population, it is most suitable for systematic study since the

initial conditions (such as the orbital properties of the stellar perturber) are
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reasonably well-justified, and it serves as a benchmark for other high-e mi-

gration scenarios. Indeed, several aspects of our results presented in this

paper can be applied to other flavours of high-e migration [see Teyssandier

et al., 2019, which studies chaotic dynamical tides in the “secular chaos”

scenario]. By comparing to our previous study of LK migration with static

tides [Anderson et al., 2016, Muñoz et al., 2016], we show that including

chaotic tides leads to a number of “favourable” features for the forma-

tion of close-in giant planets: e.g., it naturally produces eccentric WJs on

short timescales (. 10 − 100 Myrs) and speeds up the formation of HJs;

it generates a wider HJ period distribution; and it prevents some gas gi-

ants from undergoing tidal disruption, thereby increase the HJ formation

fraction. Overall, chaotic tides make high-e migration a more promising

mechanism for producing HJs

The structure of the paper is as follows. In Section 4.2 we revisit the deriva-

tion of the iterative map for the evolution of planetary oscillation modes

(dynamical tides), starting from hydrodynamical equations and includ-

ing the effect of planetary rotation; we examine the different dynamical

behaviours of the “modes + eccentric orbit” system and discuss the condi-

tions for various modes in the planet to become chaotic. In Section 4.3 we

describe our model for coupling LK oscillations with chaotic tides. Sec-

tion 4.4 discusses the key features and signposts of LK migration with

chaotic tides and includes a number of analytical results that character-

ize chaotic tidal migration. In Section 4.5 we present our population syn-

thesis study for planets undergoing LK oscillations with chaotic tides. In

Section 4.6 we give analytical calculations for the HJ formation and tidal

disruption fractions from this migration mechanism and compare them
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with our numerical results. We conclude in Section 7 with a summary of

results and discussion of their implications.

4.2 Chaotic Dynamical Tides in Giant Planets in Eccentric

Orbits

Consider a planet (mass Mp and radius Rp) in a highly eccentric orbit

around a star (mass M∗). At each pericentre passage, the time-varying

gravitational potential of the star excites oscillatory modes (e.g. f-modes

and i-modes) in the planet. Over multiple pericentre passages, the or-

bit and the modes exchange energy and angular momentum. In general,

this exchange can occur in either direction depending on the phase of the

modes [Kochanek, 1992, Mardling, 1995a]. Provided the oscillation ampli-

tudes are sufficiently small, one can determine the dynamical behaviour of

the system using linear hydrodynamics [e.g. Mardling, 1995a,b, Lai, 1996a,

Kumar and Goodman, 1996, Lai, 1997]. However, following the evolution

of the system over many orbits can be challenging because of the short

timescale associated with the pericentre passage. Fortunately, when the

orbit is eccentric enough, such that the mode and the orbital evolution

mainly occur at pericentre, the full hydrodynamic solution of the “eccen-

tric orbit + oscillation modes” system can be expressed as an iterative map

[Ivanov and Papaloizou, 2004a, Vick and Lai, 2018].
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4.2.1 Hydrodynamics of Tidally Forced Oscillations & It-

erative Map

In Vick and Lai [2018], we presented a simple iterative map to describe

the long-term evolution of an “eccentric orbit + oscillation modes” sys-

tem. Our map neglected the rotation of the planet and assumed that the

change in the mode amplitude during each pericentre passage is constant

throughout the orbital evolution. Giant planets can have substantial ro-

tations, which affect their mode properties and introduce a few subtleties

to the mapping. Also, during the long-term evolution of the planet’s orbit

driven by an external companion (the Lidov-Kozai effect), the pericentre

distance can change appreciably, which affects mode excitation. Here we

present a general derivation of the iterative map from linear hydrodynam-

ics, allowing for the planet to rotate and for the pericentre distance (and

thus the change in mode amplitude at pericentre) to vary between pas-

sages.

The stellar gravitational potential that excites oscillations in the planet is

given by

U(r, t) = −GM∗
∑
lm

Wlmrl

Dl+1 e−imΦ(t)Ylm(θ, φi), (4.1)

where r = (r, θ, φi = φ + Ωst) is the position vector (in spherical coordi-

nates) relative to the centre of mass of the planet (the azimuthal angle φ is

measured in the rotating frame of the planet, and Ωs is the rotation rate of

the planet1). In equation (4.1), D(t) is the time-varying separation between

the star and planet, Φ(t) is the orbital true anomaly, and Wlm is a constant

defined in Press and Teukolsky [1977]. The dominant (quadrupole) terms

1We assume the spin axis of the planet is aligned with the orbital angular momentum axis
throughout this paper.
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have l = |m| = 2 with W2±2 =
√

3π/10.

The linear, adiabatic response of the planet to tidal forcing is described by

the Lagrangian displacement, ξ(r, t). A free oscillatory mode of frequency

ωα (in the rotating frame) has the form ξα(r, t) = ξα(r) e−iωαt ∝ eimφ−iωαt,

where α is the mode index. We expand ξ(r, t) in terms of the eigenmodes

in the phase space [Schenk et al., 2002]: ξ

∂ξ/∂t

 =
∑
α

bα(t)

 ξα(r)

−iωαξα(r)

 . (4.2)

The linear fluid dynamics equations then reduce to a set of first-order dif-

ferential equations [Lai and Wu, 2006],

ḃα + iωαbα =
iM∗WlmQα

2εαDl+1 e−imΦ(t)+imΩst, (4.3)

where

Qα =

∫
d3x ρξ?α · ∇(rlYlm) (4.4)

is the dimensionless tidal overlap integral (in units where G = Mp = Rp =

1), and

εα = ωα +

∫
d3x ρξ?α · (iΩs × ξα). (4.5)

Note that in the slow rotation limit, εα is simply the mode frequency for

a non-rotating planet, ωα(0). When εα � Ωs, the first-order correction to

the mode frequency due to rotation is ωα − ωα(0) ≈ −mCαΩs = −
∫

d3x ρξ?α ·

(iΩs × ξα) [e.g. Unno et al., 1989]. In equations (4.3)-(4.5), the eigenmode is

normalized according to ∫
d3xρ(r)|ξα(r)|2 = 1. (4.6)

The general solution to equation (4.3) is

bα(t) = e−iωαt
∫ t

t0

iM∗WlmQα

2εαD(t′)l+1 eiσαt′−imΦ(t′) dt′ + bα(t0), (4.7)
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where

σα = ωα + mΩs (4.8)

is the mode frequency in the inertial frame.

For a highly eccentric orbit, we can assume that any energy transfer be-

tween a mode and the orbit occurs at pericentre. We can then manipulate

equation (4.7) into a discrete form by defining tk as the time at apocentre

after the k-th pericentre passage, i.e.

tk = tk−1 +
1
2

(Pk−1 + Pk) , (4.9)

where Pk is the orbital period after the k-th pericentre passage. We also

define

∆bα,k =

∫ Pk/2

−Pk−1/2

iM∗WlmQα

2εαD(t′)l+1 eiσαt′−imΦ(t′) dt′. (4.10)

Physically, this is the real change in mode amplitude during the k-th peri-

centre passage. Equation (4.7) becomes

bα = bα,0 + e−iωαtk
k∑

j=1

eiσα(t j−1+P j−1/2)∆bα, j. (4.11)

We assume the initial condition bα,0 = 0. Equation (4.11) can be rewritten

in an iterative form:

bα,k = bα,k−1e−iωα(Pk−1+Pk)/2 + ∆bα,kei(mΩstk−σαPk/2). (4.12)

We now define the mode amplitude in the inertial frame and shift the in-

dex k to count pericentre passages using

cα,k ≡ bα,ke−i(mΩstk+σαPk/2). (4.13)

Physically, cα,k is the mode amplitude just before the (k + 1)-th pericentre

passage. Equation (4.12) then becomes

cα,k = (cα,k−1 + ∆cα,k)e−iσαPk , (4.14)
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where ∆cα,k = ∆bα,k. Equation (4.14) has a straight-forward physical inter-

pretation: when the planet passes through pericentre (the k-th passage),

the mode amplitude changes by ∆cα,k, and the orbital period changes to

Pk; as the planet completes its orbit, the phase of the mode evolves due

to the passage of time, and the complex mode amplitude gains a factor

e−iσαPk . Note that in general ∆cα,k depends on the “current” parameters

of the system. If the pericentre distance and the shape of the orbit near

pericentre remain unchanged over many passages, ∆cα,k is nearly constant

from one passage to the next. In this case, equation (4.14) reduces to the

result from Vick and Lai [2018] but without mode damping and with the

phase evolution determined by the mode frequency in the inertial frame

[see also Ivanov and Papaloizou, 2004a].

The mode amplitude is directly related to the mode energy via

Eα,k = 2σαεα|cα,k|2, (4.15)

where the factor of 2 arises because a mode with given m (> 0), and σα

is physically identical to that with (−m) and (−σα) — we treat them as the

same mode. We define the dimensionless mode energy, Ẽα,k, in units of

the initial binary (planetary) orbital energy, |EB,0| = GM∗Mp/(2a0) (where

a0 is the semi-major axis), and define the re-normalized mode amplitude

c̃α,k such that

Ẽα,k ≡ |c̃α,k|2 ≡
Eα,k

|EB,0|
. (4.16)

The total energy transfer to modes in the k-th passage is therefore

∆Ẽk =
∑
α

∆Ẽα,k =
∑
α

(|c̃α,k−1 + ∆c̃α|2 − |c̃α,k−1|
2). (4.17)

From energy conservation, the orbital energy (ẼB,k) immediately after the
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k-th passage is given by

ẼB,k = ẼB,k−1 − ∆Ẽk = ẼB,k−1 −
∑
α

Ẽα,k, (4.18)

and the corresponding orbital period is

Pk

P0
=

(
ẼB,0

ẼB,k

)3/2

, (4.19)

where ẼB,0 = −1, and P0 is the initial period.

Equations (4.14) and (4.17)-(4.19) complete the map. The required inputs

are the initial mode energy, Ẽα,0 = |c̃α,0|2, and ∆c̃α,k, the change in mode am-

plitude during each pericentre passage. This map accurately determines

the evolution of the orbit and mode energies provided that the orbit is

highly eccentric and the modes remain linear (i.e., the sum of the mode

energies is much less than the binding energy of the planet).

The dimensionless change in mode amplitude during a pericentre pas-

sage (suppressing the subscript ‘k’), ∆c̃α, depends on the orbital param-

eters (mainly the pericentre distance rp) and the mode properties. It is

related to the energy transfer ∆Eα by

|∆c̃α|2 =
∆Eα

|EB,0|
. (4.20)

Note that in general the energy transfer to mode α in a pericentre passage

depends on the amplitude and phase of “pre-existing” oscillations [see

equation (4.17)]. In equation (4.20), ∆Eα refers to the energy transfer when

the mode has zero amplitude prior to the pericentre passage — in Vick

and Lai [2018], we term this “the first passage.” The energy transfer ∆Eα

for a parabolic encounter (e→ 1) was first derived by Press and Teukolsky

[1977]. This can be generalized to eccentric orbits and modified to include
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the effect of rotation [Lai, 1997, Fuller and Lai, 2012a]. For a pericentre

distance rp, ∆Eα can be written as (keeping only the l = 2 terms)

∆Eα =
GM2

∗

r6
p

R5
pT (η, σα/Ωp, e)

=
GM2

p

Rp

(
M∗
Mtot

)2

η−6T (η, σα/Ωp, e), (4.21)

where η is the ratio of rp and the tidal radius rtide, i.e.

η ≡
rp

rtide
, rtide ≡ Rp

(
M∗
Mp

)1/3

, (4.22)

with Mtot = M∗ + Mp ' M∗, and Ωp is the pericentre orbital frequency

Ωp ≡

(
GMtot

r3
p

)1/2

=

(
GMp

R3
p

)1/2

η−3/2. (4.23)

Note that σα/Ωp = σ̄αη
3/2, with σ̄α ≡ σα(R3

p/GMp)1/2. To avoid tidal disrup-

tion of the planet, we require [Guillochon et al., 2011]

rp ≥ rp,dis = 2.7rtide, or η ≥ 2.7. (4.24)

The dimensionless function T is given by

T = 2π2σα

εα
(QαKlm)2, (4.25)

where Qα is an overlap integral (see equation 4.4), and

Klm =
Wlm

2π

∫ P/2

−P/2
dt

(
rp

D(t)

)l+1

eiσαt−imΦ(t). (4.26)

In equation (4.26), all quantities are in units where G = Mp = Rp = 1 so that

Klm is dimensionless.

To follow the evolution of the system over many orbits, it is useful to be

able to compute Klm (and thus ∆Eα) efficiently. For the dominant l = m = 2

prograde mode (σα > 0), Lai [1997] derived an approximation for K22 that

is accurate to within 2% for (1 − e) � 1 and z ≡
√

2σα/Ωp & a few:

K22 '
2z3/2 exp(−2z/3)

√
15

(
1 −

√
π

4
√

z

)
η3/2. (4.27)
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Table 4.1: Properties of l = m = 2 f-modes and inertial modes for a γ = 2 poly-
trope and a γ = 5/3 polytrope. The mode frequencies ωα (in the rotating frame),
εα (equation 4.5), and σα (in the inertial frame), and the planetary rotation rate
Ωs are in units of (GMp/R3

p)1/2, i.e. ωα = ω̄α(GMp/R3
p)1/2. The tidal overlap integral

Qα is defined by equation (4.4).

Model Type Mode ω̄α ε̄α σ̄α Qα

γ = 2 polytrope f-mode 1.22 − Ω̄s 1.22 1.22 + Ω̄s 0.56
i-mode 1 ( j = 3) 0.56 Ω̄s 0.28 Ω̄s 2.56 Ω̄s 0.015Ω̄2

s
i-mode 2 ( j = 3) -1.1 Ω̄s -0.55Ω̄s 0.9 Ω̄s 0.01 Ω̄2

s
γ = 5/3 polytrope f-mode 1.46 − Ω̄s 1.46 1.46 + Ω̄s 0.49

As shown in Vick and Lai [2018], when the mode has no initial energy, i.e.

Ẽα,0 = 0, the important quantity that determines the dynamical behaviour

of the system is ∆P̂α = σα∆P, where ∆P = P1 − P0 ' −(3/2)P0(∆Eα/|EB,0|) is

the change in the initial orbital period (P0) due to the energy transfer ∆Eα.

From equation (4.21), we have

|∆P̂α| = σα∆P '
3
2
σαP0

∆Eα

|EB,0|

'
6πσα/Ωp

(1 − e)5/2

(
Mp

M∗

)2/3

η−5T (η, σα/Ωp, e). (4.28)

Physically, |∆P̂α| is the phase change in the mode due to energy transfer at

pericentre when there is no “pre-existing” mode energy.

4.2.2 Planetary Oscillation Modes

The gravitational potential of a star can excite many types of oscillation

modes in the eccentric orbiting planet. Some of the modes will be more

strongly excited than others and therefore more influential in long-term

orbital evolution. The dominant modes are quadrupole, with l = |m| = 2.

For the relevant values of rp, we find that the quadrupole modes are at

least 10 times more important for single passage pericentre energy transfer

85



Figure 4.1: The dimensionless quantity |∆P̂α| (see equation 4.28) as a function of
the pericentre distance rp for various planetary oscillation modes: the l = m = 2
and l = m = 3 f-modes and two i-modes of a γ = 2 polytrope, and the l = m = 2
f-mode of a γ = 5/3 polytrope. The properties of these modes are provided in
Table 4.1. The left and right panels show the results for two values of the orbital
eccentricity (e = 0.98, 0.99). For all models, we use Rp = 1.6 RJ, q = M∗/Mp = 103.
The black line marks ∆P̂α = 1.

than the higher degree l = |m| = 3 modes (see Fig. 4.1). The m = 0 modes

generally are not strongly excited because Kl0 (equation 4.26) is small. In

this paper, we adopt the convention m > 0, so a mode with σα > 0 (σα < 0)

is prograde (retrograde) with respect to the rotation of the planet in the

inertial frame. For the rest of this paper, we only consider modes with

l = m = 2.

We adopt a simple giant planet model composed of a neutrally stratified

fluid characterized by a γ = 2 polytrope equation of state (P ∝ ρ2). The f-

mode (fundamental mode) has a frequency closest to the frequency of tidal

forcing near pericentre, and the largest tidal overlap integral Qα. Higher

order acoustic modes (p-modes) have higher frequencies and smaller tidal
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overlaps, and are much less important than the f-mode for energy transfer.

For a rotating planet, the stellar potential can also excite i-modes [i.e. in-

ertial modes, with the restoring force being the Coriolis force; see Xu and

Lai [2017] and references therein]. In a gas giant that has stratification, g-

modes (driven by buoyancy) may also be excited [Fuller and Lai, 2014].

The presence of a large solid core also supports elastic modes which can

“mix” with the f-mode [e.g. Fuller and Lai, 2013]. We do not consider such

planet models in this paper because there are considerable uncertainties

in the stratification and core size of giant planets [e.g. Guillot, 2005].

Table 4.1 lists the key properties of the l = m = 2 f-modes and the first two

inertial modes for the γ = 2 polytropic planet model. For comparison, the

f-mode properties of the γ = 5/3 polytrope are also given. The f-modes

are calculated using the slow-rotation approximation, which gives ωα =

ωα(0)−mCαΩs, and we find Cα ' 0.5 for both the γ = 2 and γ = 5/3 models.

The i-mode result is from Xu and Lai [2017] (see their Table IV), based on

calculations using a non-perturbative spectral code. Note that for m = 2,

the mode frequencies in the rotating frame (ωα) and in the inertial frame

(σα) are related by σα = ωα + 2Ωs.

To determine which of these modes produces the strongest dynamical

tides, we calculate |∆P̂α| with equation (4.28) as a function of rp for each

of the modes (see Fig. 4.1). For definiteness, we assume that the planet ro-

tates at the pseudo-synchronous rate Ωps given by the weak friction theory

of equilibrium tides [e.g. Hut, 1981], i.e.

Ωs = Ωps ≡
f2(e)

(1 − e2)3/2 f5(e)
n, (4.29)
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where n = (GMtot/a3)1/2 is the mean motion of the planet and

f2(e) = 1 +
15
2

e2 +
45
8

e4 +
5
16

e6, (4.30)

f5(e) = 1 + 3e2 +
3
8

e4. (4.31)

For (1− e) � 1, Ω̄ps = Ωps(GMp/R3
p)−1/2 ' 1.17/η3/2, and the mode frequency

in the inertial frame, σα, is nearly independent of the orbital eccentricity.

In this limit, T (η, σα/Ωp, e) also has negligible eccentricity dependence, and

|∆P̂α| ∝ (1 − e)−5/2 [see equation (4.28)]. The two panels of Fig. 4.1 shows

that |∆P̂α| indeed increases with e for all modes. We are most interested in

systems where rp is sufficiently small such that |∆P̂α| & 1 (the criterion for

chaotic mode growth; see Section 4.2.3). For such systems, it is clear that

the l = m = 2 f-mode is most strongly excited at pericentre passages. For

the remainder of the paper, we focus on the prograde l = 2 f-mode and

neglect the contributions to energy transfer from other modes.

4.2.3 Conditions for Chaotic Tides

When the planetary orbit is sufficiently eccentric, the change in mode am-

plitude in a pericentre passage, ∆cα (or equivalently the energy transfer

in the “first” passage, ∆Eα, see equation 4.21), is constant over many peri-

centre passages.2 In this case, if the mode has negligible dissipation, the

dynamical behaviour of the iterative map depends on P̂α,0 = σαP0, the

initial mode energy Eα,0, and |∆P̂α| (see equation 4.28), assuming that the

initial mode energy Eα,0 is negligible (see Section 4.2.4). In particular, a

2This requires that the pericentre distance is constant, which in turn requires that the frac-
tional change in the orbital angular momentum, ∆L/L, remains small throughout orbital evolu-
tion. See equation (13) of Vick and Lai [2018].
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Figure 4.2: The evolution of the f-mode energy (scaled to the initial orbital en-
ergy |EB,0|) over multiple pericentre passages for star-planet systems with differ-
ent values of P̂α,0 and |∆P̂α|. Note that the top two panels have a different y-scale
and x-axis range from the bottom panel. Top: An example of low-amplitude
oscillations (with |∆P̂α| . 1). Middle: An example of resonant mode evolution
(with P̂0/2π = integer). Bottom: An example of chaotic mode growth (with
|∆P̂α| & 1). For a system with M∗ = 1M�, Mp = 1MJ, Rp = 1.6RJ, and the f-mode
properties of a γ = 2 polytrope, the three panels correspond to a ≈ 1.5 au and
e ≈ 0.98 in the top two panels and e ≈ 0.985 in the bottom panel. This calcula-
tion does not include dissipation of the mode energy. In the bottom panel, the
planet binding energy is shown with a dashed line; physically, the mode must
dissipate energy well before Ẽα,k climbs to this value.
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system with |∆P̂α| greater than a critical value, ∆P̂crit, behaves very differ-

ently from systems with |∆P̂α| . ∆P̂crit. The exact value of ∆P̂crit depends

on the dimensionless orbital period, P̂α,0. On average, ∆P̂crit ∼ 1. The map

exhibits three classes of behaviour [Vick and Lai, 2018]:

(i) When |∆P̂α| . ∆P̂crit ∼ 1, the mode energy undergoes low-amplitude os-

cillations. A small amount of energy (of order ∆Eα) is transferred back and

forth between the mode and the orbit over multiple pericentre passages.

An example of this behaviour is shown in the top panel of Fig. 4.2.

(ii) When |∆P̂α| . ∆P̂crit and P̂α,0/(2π) is close to an integer (i.e., when σα

is an integer multiple of the orbital frequency, 2π/P0), the mode energy

exhibits larger-amplitude oscillations with a mean mode energy � ∆Eα

(see the middle panel of Fig. 4.2.)

(iii) When |∆P̂α| & ∆P̂crit, the mode amplitude evolves chaotically and can

grow to very large values of order the initial orbital energy |EB,0|; mean-

while, the orbit experiences significant decay in the semi-major axis. The

bottom panel of Fig. 4.2 provides an example. Note that in this exam-

ple the binding energy of the planet is of order the initial orbital energy

(GM2
p/Rp = 2.6 |EB,0| for an initial semi-major axis a0 = 1 au). For such

chaotic systems, the mode energy will eventually grow to values compara-

ble to the binding energy of the planet, at which point the linear treatment

is no longer appropriate and the mode will dissipate energy due to non-

linear effects. We will discuss the implications of non-linear dissipation in

later sections.

These three different behaviours can be characterized by the maximum

mode energy that is attained over many pericentre passages. The exam-

ples in Fig. 4.2 demonstrate that the mode energy remains a small fraction
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Figure 4.3: The maximum planet f-mode energy, max(Eα,k) (in units of ∆Eα), after
103 orbits for a system with M∗ = 1M�, Mp = 1MJ, Rp = 1.6 RJ and a polytropic
planet model with either γ = 2 or γ = 5/3 as labelled. Planets below the min-
imum rp =0.0207 au for the assumed star/planet parameters are expected to
tidally disrupt; see equation (4.24). In the left and right panels, the planet is as-
sumed to be rotating pseudo-synchronously (see equation 4.29). In the middle
panel, the planet rotates at the rate Ωs = 0.2(GMp/R3

p)1/2. Systems in the blue
region display low-amplitude oscillations, while those in the orange region ex-
hibit chaotic mode growth. The light purple ridges correspond to resonances
between the mode frequency and the orbital frequency. The solid black lines
correspond to |∆P̂α| = 1 (equations 4.28 and 4.32).

of the initial orbital energy for non-chaotic evolution. However, when the

system behaves chaotically, the maximum mode energy, max(Eα,k), can be

significant compared to |EB,0|. Physically, the mode must dissipate energy

before Eα,k reaches a significant fraction of the planet binding energy.

In Fig. 4.3 we explore the boundary for chaotic behaviour in the rp − e

plane by recording max(Eα,k) over 103 orbits for different planet models

with Mp = 1MJ and Rp = 1.6 RJ (the stellar mass is fixed at M∗ = 1M�). The

left and right panels of Fig. 4.3 assume that Ωs is the pseudo-synchronous

rate from equation (4.29) while the middle panel uses a constant value of

Ωs = 0.2(GMp/R3
p)1/2. Small changes in Ωs do not have a large effect on

the chaotic boundary. The right panel of Fig. 4.3 uses a γ = 5/3 polytropic

planet model rather than our standard choice of γ = 2. A comparison
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between the right panel and others suggests that changes in the structure

of the planet can significantly shift the boundary for chaotic behaviour.

Figure 4.3 demonstrates that the condition |∆P̂α| & 1 generally captures

the boundary for chaotic behaviour. This boundary is somewhat fuzzy

because the precise value of ∆P̂crit spans a wide range, from < 0.1 to > 1,

depending on the value of P̂α,0 [see Fig. 1 of Vick and Lai, 2018]. In par-

ticular, ∆P̂crit � 1 when P̂α,0/(2π) is close to an integer (resonance). Fig-

ure 4.3 confirms that ∆P̂crit ∼ 1 on average. When |∆P̂α| & 1, the change in

the mode phase is nearly a random number mod 2π, and each pericentre

“kick” to the mode occurs at a random phase. Under this condition, the

mode energy grows in a diffusive manner [Mardling, 1995a, Ivanov and

Papaloizou, 2004a, Wu, 2018]. Note that this “diffusion” is approximate;

as explained in Vick and Lai [2018] (see their Fig. 3), there exists an up-

per limit to the mode energy even in the absence of dissipation. For this

reason, we prefer to call the mode growth and dissipation in the regime

|∆P̂α| & 1 “chaotic tides.”

From equation (4.28), we see that |∆P̂α| is larger for more eccentric orbits,

and smaller η (i.e. smaller rp and larger Rp). A young gas giant that is

pumped into a highly eccentric orbit can satisfy the condition for chaotic

tidal evolution (see Fig. 4.3) and rapidly transfer orbital energy to the f-

mode. This behaviour is most likely to occur for e & 0.95. The critical

condition for chaotic tides, |∆P̂α| ' ∆P̂crit ∼ 1, can be written (using equa-

tion 4.28) as

(1 − ecrit) ' 0.11σ̄2/5
α

(
103Mp

M∗

)4/15 (
η

3

)−7/5
(∆P̂critT )2/5. (4.32)

Note that T depends on η and σα/Ωp = σ̄αη
3/2, and is nearly indepen-

dent of e for large eccentricities. Equation (4.32) gives the critical eccen-
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tricity, for a given σα, above which chaotic tides operate as a function of

the dimensionless pericentre distance η (equation 4.22).3 If we make fur-

ther simplification for the function T by replacing K22 in equation (4.25)

with the approximate fitting formula K22 ≈ 1.79 × 104z−6η3/2 [Wu, 2018],

equation (4.32) can be inverted to yield

ηcrit '4.25 σ̄−0.59
α Q0.11

α

(
1 − e
0.02

)−0.135 (
103Mp

M∗

)0.036 (
σα

εα∆P̂crit

)0.054

, (4.33)

or equivalently,

rp,crit ' (0.0206 au) σ̄−0.59
α Q0.11

α

(
1 − e
0.02

)−0.135 (
Rp

RJ

) (
103Mp

M∗

)−0.297 (
σα

εα∆P̂crit

)0.054

.

(4.34)

Equation (4.34) gives the critical pericentre distance for chaotic tides to

operate as a function of eccentricity.

4.2.4 Conditions for Chaotic Tides When Eα,0 > 0

In Section 4.2.3, we have discussed the condition for the onset of chaotic

mode growth for an “eccentric orbit + oscillatory modes” system where

there is no initial energy in the mode (Eα,0 = 0). When chaotic dynamical

tides are the only influence on the planet’s orbital evolution, and when

the total energy of the system is conserved (i.e. the modes do not dissi-

pate), P̂α,0 and |∆P̂α| completely determine the behaviour of the system.

For instance, a system with ∆P̂α . ∆P̂crit ∼ 1 will never undergo chaotic

mode growth, and one with ∆P̂α & ∆P̂crit will always be chaotic. However,

when non-tidal effects alter the planet’s orbit (e.g. LK eccentricity oscil-

lations driven by an external companion), a system can transition in and
3The mode frequency σα depends on the planet rotation rate Ωs, which may depend on e if

the equilibrium rotation rate depends on e. For pseudo-synchronous rotation, this dependence
is very weak when (1 − e) � 1 (for which Ωs ' 1.17Ωp); see equation (4.29).
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Figure 4.4: The maximum mode energy, shifted by the initial mode energy Eα,0

and scaled to max(∆Eα,1) (see equation 4.36) for a range of P̂α,0 and ∆P̂α(Eα,0).
The dark purple regions exhibit low-amplitude oscillations, the pink regions
exhibit resonant behaviour, and the orange regions correspond to chaotic mode
growth. Each panel shows calculations for a different choice of Eα,0. The left
panel corresponds to no initial energy in the mode. The middle panel corre-
sponds to a mode that is already undergoing low-amplitude oscillations with
Eα,0 = ∆Eα. The right panel shows a mode with a significant amount of initial
energy such that Eα,0 � ∆Eα. For the plotted range of P̂α,0, ∆Ẽα ' 2.5 × 10−4 in
the right panel. In general, the boundary for chaotic behaviour varies with P̂α,0

and shifts to larger |∆P̂α(Eα,0)| for larger Eα,0.

Figure 4.5: Similar to Fig. 4.3, but showing the effect of finite initial mode energy
Eα,0 (see also Fig. 4.4). Each panel corresponds to a γ = 2 polytrope and assumes
that the planet spin, Ωs, is pseudo-synchronous (see equation 4.29). In general
the boundary for chaotic behaviour shifts to larger rp and lower e for larger
Eα,0. The solid black lines show |∆P̂α(Eα,0)| = 1 while the dashed lines show
|∆P̂α| = |∆P̂α(Eα,0 = 0)| = 1; in the left panel, the two lines coincide.
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out of the chaotic regime as rp is driven below and above rp,crit [see equa-

tions (4.32)-(4.34) and Fig. 4.3]. Therefore, it is useful to know whether a

system is “currently chaotic” when there is “pre-existing” energy in the

mode (Eα,0 > 0). Here, we generalize the criterion for the onset of chaotic

tides to account for the “pre-existing” mode energy [see Mardling, 1995a,

Wu, 2018].

As discussed in Section 4.2.3, the mode amplitude evolves chaotically

when the mode phase at pericentre is nearly random from one passage to

the next. This occurs when the phase-shift from pericentre energy transfer

is of order unity. For a mode with no “pre-existing” energy, the pericentre

phase shift is solely due to ∆Eα. When the mode already has energy Eα,0

prior to the first passage, the pericentre phase shift can reach a maximum

value of

|∆P̂α(Eα,0)| ≡ σαmax(|P1 − P0|) '
3
2

P̂α,0
max(∆Eα,1)
|EB,0|

, (4.35)

where max(∆Eα,1) is the maximum possible energy transfer in the first

pericentre passage given the initial mode energy Eα,0, and is given by

max(∆Eα,1) = ∆Eα + 2
√

∆EαEα,0. (4.36)

The general condition for chaotic behaviour is that the maximum peri-

centre phase shift is sufficiently large that that the mode phase is nearly

random at pericentre, i.e.

|∆P̂α(Eα,0)| & ∆P̂crit ∼ 1. (4.37)

Note that |∆P̂α(Eα,0)| can be many times larger than |∆P̂α| = |∆P̂α(0)| if Eα,0 �

∆Eα; in this case equation (4.37) reduces to equation (18) of Wu [2018].4

4Wu [2018] adopted ∆P̂crit = 2/3. In reality, ∆P̂crit depends strongly on P̂0; see Fig. 4.4.
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Figure 4.4 shows how the dynamical behaviour of the system depends on

P̂α,0 and |∆P̂α(Eα,0)| for Eα,0 = 0,∆Eα, and 0.001GM2
p/Rp. The left panel is

similar to Fig. 1 from Vick and Lai [2018]. The middle panel corresponds

to a system where the planet has an initial energy Eα,0 = ∆Eα. This is likely

the case by the time LK oscillations drive the planet’s orbital eccentricity

to the regime for chaotic mode growth. In the right panel, Eα,0 � ∆Eα,

which is relevant for determining whether a system undergoing chaotic

mode growth will continue to behave chaotically (see Section 4.3.1). As in

Fig. 4.3, the orange regions indicate chaotic tides. While the exact value

of ∆P̂crit depends on whether the mode frequency is near a resonance with

the orbital frequency, in general a system with |∆P̂α(Eα,0)| & 1 is more likely

than not to experience chaotic tides. This criterion works best for Ẽα,0 ≡

Eα,0/|EB,0| � 1; for larger Ẽα,0, ∆P̂crit gradually moves to larger values, as

suggested by the right panel of Fig. 4.4.

We can also test the generalized criterion for chaotic tides over the range

of orbital parameters relevant to migrating gas giants. Figure 4.5 shows

the similar results as Fig. 4.3, but for multiple values of Eα,0. We see that

the condition |∆P̂α(Eα,0)| = 1 (the solid black line) matches well with the

boundary for chaotic tidal behaviour. The critical pericentre distance for

chaotic tides (for a given eccentricity e), rp,crit, increases with Eα,0 while ecrit

(for given rp) decreases.

In summary, chaotic tides are easier to achieve when planetary modes are

already oscillating. The larger the mode energy, the more relaxed the con-

ditions for chaotic tidal behaviour.
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4.2.5 Conditions for Continued Chaotic Behaviour

As mentioned in Section 4.2.3, we expect the f-mode of a planet experi-

encing chaotic tides to dissipate a significant amount of energy when the

mode amplitudes become non-linear. As a mode drains energy from the

orbit, the orbit becomes more tightly bound and a larger amount of en-

ergy transfer is required to significantly alter the mode phase at pericen-

tre. Eventually, a system undergoing chaotic tides can dissipate enough

energy that the planetary mode enters a quasi-steady state. For dissipa-

tive systems, it is useful to know when the orbit is too tightly bound for

the mode to continue chaotic behaviour.

To determine whether the system is chaotic after the k-th pericentre

passage, we ask whether the current maximum pericentre phase shift,

|∆P̂α,k(Eα,k−1)| is sufficiently large (& 1). A natural way to think of this con-

dition is to rescale ∆P̂α(Ẽα,0) to the current orbital energy and period, EB,k

and Pk. Similar to equation (4.35), we have

|∆P̂α,k(Eα,k−1)| = σα,k−1max(|Pk − Pk−1|) '
3
2
σα,k−1Pk−1

max(∆Eα,k)
|EB,k−1|

, (4.38)

where

max(∆Eα,k) = ∆Eα + 2
√

∆EαEα,k−1. (4.39)

When evaluating equations (4.38) and (4.39), one must use the “current”

parameters of the system, e.g. the orbital period Pk−1 and mode frequency

σα,k−1 just before the k-th pericentre passage. Note that the mode frequency

may change as the system evolves because it depends on the planet’s spin.

Equations (4.38) and (4.39) suggest that a system can escape the influence

of chaotic tides in several ways. If a non-tidal effect is dominating the

orbital evolution and rp increases or e decreases, ∆Eα and max(∆Eα,k) can
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become too small for chaotic tides to continue operating; if the orbital evo-

lution is dominated by chaotic tides, rp and therefore ∆Eα are nearly con-

stant, but the orbit can become too tightly bound (i.e. |EB,k−1| is too large

and Pk−1 is too small), for the system to satisfy |∆P̂α,k(Eα,k−1)| & 1. Chaotic

behaviour can also be suppressed if the mode suddenly dissipates a large

amount of energy such that Eα,k � Eα,k−1.

4.3 Lidov-Kozai migration with chaotic tides

We now discuss our implementation of chaotic dynamical tides in giant

planet migration driven by the Lidov-Kozai (LK) mechanism. In this sce-

nario, an external stellar or planetary companion induces quasi-periodic

oscillations in the eccentricity of the giant planet’s orbit; as the eccentric-

ity attains a large value (∼ 1), tidal dissipation in the planet at pericen-

tre reduces the orbital energy, leading to circularization and decay of the

planet’s orbit. As noted in Section 4.1, previous works on LK migration

adopted the (parametrized) weak friction theory of static tides (ST). The

grey curves of Fig. 4.6 give an example of this “standard” LK migration

scenario.

The theory of LK migration with static tides involves two important

timescales. The first is the timescale for quadrupole LK eccentricity os-

cillations, tLK, given by

tLK =

(
106

2π
yr

) (
Mb

M�

)−1 (
M∗
M�

)1/2 ( a0

1 au

)−3/2 ( ab,eff

100 au

)3
, (4.40)

where a0 is the initial semi-major axis of the planet’s orbit, Mb is the mass

of the (stellar) companion, and

ab,eff ≡ ab(1 − e2
b)1/2, (4.41)
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Figure 4.6: An example of LK migration of giant planets driven by binary com-
panions, with and without chaotic tides. The parameters are ab = 200 au, eb = 0,
Mp = MJ,M∗ = Mb = M�, and Rp = 1.6 RJ. The initial semi-major axis and ec-
centricity for the planet are a0 = 1.5 au and e0 = 0.01, inclination θlb,0 = 87◦, and
the initial rotation period of the star is 2.3 days. The left panels show the orbital
eccentricity, pericentre distance (in units of rtide ≡ Rp(Mtot/Mp)1/3), and the semi-
major axis. The right panels show θlb (the inclination between the orbits of the
planet and the binary companion), θsl (the angle between the stellar spin vector
and the planet’s orbital angular momentum vector), and the mode energy Eα,k.
The grey lines show results without chaotic tides. The blue lines display the
results that include chaotic tides for the same system, with an upper limit for
the mode energy of Emax = 0.1GM2

p/Rp and a residual energy after non-linear
dissipation of Eresid = 0.01Emax. In both models, long-term orbital decay is due
to weak tidal friction, with ∆tL = 1 s. The inset in the bottom right panel shows
a zoom-in of the high-eccentricity phase where chaotic tides operate.

99



with ab and eb the semi-major axis and eccentricity of the companion’s

orbit. The time that the planet spends near the maximum eccentricity, emax,

is of order [e.g. Anderson et al., 2016]

∆t(emax) ∼ (1 − e2
max)1/2tLK. (4.42)

The second important timescale is that of orbital decay due to static tides

given by [Alexander, 1973, Hut, 1981].

t−1
ST =

∣∣∣∣∣ ȧa
∣∣∣∣∣
ST

= (6k2p∆tL)
M∗
Mp

(
Rp

a

)5 n2

(1 − e2)15/2

[
f1(e) −

f 2
2 (e)
f5(e)

]
, (4.43)

where k2p is the tidal Love number of the planet, ∆tL is the lag time,

f1(e) = 1 + 31e2/2 + 255e4/8 + 185e6/16 + 25e8/64, and f2(e) and f5(e) are

given in equations (4.30) and (4.31). (We have assumed that the planet

has a pseudo-synchronous spin rate.) Tidal dissipation is most efficient

near the maximum eccentricity. Since the planet only spends a fraction

(∼
√

1 − e2
max) of the time near emax, the effective orbital decay rate during

LK migration is

t−1
ST,LK =

(∣∣∣∣∣ ȧa
∣∣∣∣∣
ST

√
1 − e2

)
emax

≈
1.27
Gyr

(
k2p

0.37

) (
∆tL

1 s

) (
Mp

M�

)2 (
Mp

MJ

)−1

×

(
Rp

RJ

)5 ( a0

1 au

)−1 ( rp,min

0.025 au

)−7
(4.44)

where rp,min = a0(1−emax) is the minimum pericentre distance (in the second

of the above equalities, we have used emax = 0.96). Successful migration

within a few Gyrs requires rp,min . 0.025 au, corresponding to a final (cir-

cularized) planet semi-major axis aF . 0.05 au. A planet would need to be

more dissipative than Jupiter (larger ∆tL)5 to become a HJ with a larger aF.

5For Jupiter, ∆tL ' 0.1 s, corresponding to k2p/Qp ' 10−5 at a tidal forcing period of 0.5 hrs.
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As we shall see, chaotic tides can change the standard LK migration sce-

nario in several important aspects (see Fig. 4.6). Although the planet

spends only a small fraction of time in the high-eccentricity phase of

the LK oscillations, this time covers enough orbits to allow chaotic mode

growth. Consider the example depicted in Fig. 4.6: the critical eccentricity

(for a0 = 1.5 au) for chaotic mode growth to operate is ecrit ' 0.985 (see

Fig. 4.3 and equation 4.32). So the time the planet spends around e & ecrit

is ∼
√

1 − e2
crittLK ≈ 0.17tLK ≈ 0.23 Myr, which is more than 1.2 × 105 or-

bital periods. The planet’s oscillation mode can grow to a large amplitude

within this time frame, stealing orbital energy in the process and allowing

the orbit to decay within one or a few LK cycles.

4.3.1 Description of the Model

We now describe our method for coupling the evolution of the oscillation

mode (the l = m = 2 f-mode) of a gas giant with the evolution of its or-

bit driven by an external binary companion (LK oscillations). The planet

starts out with eccentricity e0 ' 0 and zero mode amplitude (Eα,0 = 0). The

other planet and stellar properties as well as the initial values of eb, a0, ab,

θlb,0 (the mutual inclination of the orbits) and Ω0 (the longitude of the as-

cending node of the planet’s orbit) are taken as input parameters. Apart

from chaotic dynamical tides, we evolve the orbital angular momentum

vector L and eccentricity vector e of the planet, and the spin angular mo-

mentum vector, S∗ of the host star in the same way as in Anderson et al.
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[2016] (hereafter ASL16), i.e.

dL
dt

=
dL
dt

∣∣∣∣∣
LK

+
dL
dt

∣∣∣∣∣
SL

+
dL
dt

∣∣∣∣∣
ST
, (4.45)

de
dt

=
de
dt

∣∣∣∣∣
LK

+
de
dt

∣∣∣∣∣
SL

+
de
dt

∣∣∣∣∣
SRF

+
de
dt

∣∣∣∣∣
ST
, (4.46)

dS∗
dt

=
dS∗
dt

∣∣∣∣∣
SL

+
dS∗
dt

∣∣∣∣∣
MB

. (4.47)

Here the LK terms are contributions (to the octupole order) from the

binary companion that give rise to LK oscillations [equations A1-A2 of

ASL16; from Liu et al. [2015]]; the SL terms arise from the spin-orbit cou-

pling between the host star spin, S∗, and the planet’s orbital angular mo-

mentum (equations 60-61 of ASL16); and the short-range force (SRF) terms

account for periastron precession of the planet’s orbit due to general rela-

tivity (GR) and tidal/rotational distortions of the planet (sections A3 and

A4 of ASL16). The stellar spin evolution includes the spin-down torque

due to magnetic braking (MS), i.e.

dS∗
dt

∣∣∣∣∣
MB

= −αMBI∗Ω3
∗Ŝ∗, (4.48)

where αMB is taken to be 1.5 × 10−14 yr to model a solar type star [Barker

and Ogilvie, 2009], I∗ is the moment of inertia of the star, and Ω∗ is its rota-

tion rate. We assume an initial spin period of 2.3 days. We also evolve the

angular momentum and eccentricity vectors of the outer orbit (Lb and eb)

according to the octupole LK effect [equations 19 and 20 of Liu et al., 2015];

these changes in the outer orbit are small because Mp � Mb. Throughout

evolution, we take the planet’s rotation rate to be the pseudo-synchronous

rotation rate given by equation (4.29)6. Equations (4.45)-(4.46) include con-

tributions from the dissipation of static tides (ST); these are parametrized
6A full treatment of the planet’s spin evolution would require including the retrograde m =

−2 mode in our calculations. See Lai [1997] and Ivanov and Papaloizou [2004a] for discussions
of how dynamical tides affect the planet spin and ASL16 (Section 3.3) for analysis of the the
planet spin evolution during LK oscillations.
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by the tidal lag time ∆tL, and are distinct from the effects of chaotic dy-

namical tides.

In the presence of dynamical tides, we must supplement equations (4.45)-

(4.47) with the evolution of the mode amplitude. This is based on the

iterative map discussed in Section 4.2.1. Here, we provide a summary

of the implementation of this procedure. At a certain time in the orbital

evolution, just before the k-th pericentre passage, the orbital parameters

are ak−1 and ek−1, the planet spin rate is Ωs,k−1, and the mode amplitude is

cα,k−1. To advance to the next orbit, we carry out the following steps:

(i) Calculate ∆Eα from equations (4.21), (4.25), and (4.27) using mode pa-

rameters from Table 4.1 and the current orbital/planet parameters (i.e.

ak−1, ek−1, Ωs,k−1, etc.) and obtain ∆cα ∝
√

∆Eα. In practice, we normalize

mode energy by |EB,0| (the initial orbital energy), and thus ∆c̃α =
√

∆Ẽα =√
∆Eα/|EB,0|.

(ii) Calculate the energy transfer in the k-th passage using ∆Eα,k =

|EB,0|(|c̃α,k−1 + ∆c̃α|2 − |c̃α,k−1|) (see equation 4.17) and obtain the new orbital

energy EB,k = EB,k−1 − ∆Eα,k.

(iii) Obtain the new orbital semi-major axis and eccentricity (after the k-th

pericentre passage) according to

ak =
EB,k−1

EB,k
ak−1 (4.49)

ek =

[
1 −

EB,k

EB,k−1
(1 − e2

k−1)
]1/2

, (4.50)

where we have assumed that the orbital angular momentum is conserved

during the passage.

(iv) Evolve the (complex) mode amplitude over one orbit to obtain its

value just before the (k + 1)-th passage using cα,k = (cα,k−1 + ∆cα)e−iσα,kPk
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Figure 4.7: A zoom-in of the chaotic tidal evolution of the system depicted in
Fig. 4.6 showing the effect of different choices of Emax (the maximum mode en-
ergy at which non-linear dissipation occurs). In all three cases, the residual
mode energy after non-linear dissipation is set to Eresid = 0.001GM2

p/Rp. In gen-
eral, the value of Emax does not have a large effect on orbital parameters of the
planet that result from chaotic tidal evolution.

(see equation 4.14), where Pk is the orbital period corresponding to ak

and σα,k is the mode frequency after the k-th passage (assuming a pseudo-

synchronous rotation rate).

Left unchecked, the mode energy in this model can grow to unphysically

large values (as in the bottom panel of Fig. 4.2). We therefore assume

that, when the mode energy reaches a significant fraction of the planet’s
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Figure 4.8: The same as Fig. 4.7 but showing the effect of different choices of
Eresid. In all cases, Emax is set to 0.1GM2

p/Rp.

binding energy, non-linear effects dissipate nearly all of the mode energy

within an orbital period. We parametrize the maximum energy that the

mode can reach before non-linear effects become important, Emax, and the

residual energy in the mode after an episode of non-linear mode dissi-

pation and tidal heating, Eresid. Thus, when |c̃α,k|2 > Emax/|EB,0|, the mode

amplitude is immediately changed to |c̃α,k|2 = Eresid/|EB,0|. This method

for handling dissipation was used in Wu [2018]. The parameter Emax does

not change the qualitative features of evolution due to chaotic tides (see
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Fig. 4.7), but can alter the details. The quantity Eresid is more important

because chaotic behaviour is easier to excite when the f-mode already has

some energy, as discussed in Section 4.2.4, but still does not change the

overall behaviour of the model (see Fig. 4.8). Unless stated otherwise, we

use Emax = 0.1(GM2
p/Rp) and Eresid = 0.01Emax = 10−3(GM2

p/Rp) in the results

presented in this paper.

Since dynamical tides must be implemented on an orbit by orbit basis,

it is not practical to evolve the whole system over many Myrs. Because

chaotic dynamical tides are effective only during the high-e phase of the

LK cycle, when chaotic mode growth occurs, we only need to evolve the

modes when the eccentricity is sufficiently high and the pericentre dis-

tance is sufficiently small. As discussed in Section 4.2.5, chaotic tides op-

erate when |∆P̂α,k(Eα,k−1)| & ∆P̂crit (see equation 4.38). In our implemen-

tation, we turn on dynamical tides only when |∆P̂α,k(Eα,k−1)| & 0.01. As

we see from Fig. 4.4, this is a conservative choice, allowing us to capture

the onset of chaotic behaviour for all reasonable parameters regardless of

resonances and the value of “pre-existing” mode energy.

After the orbit has decayed through chaotic tides, the system will even-

tually satisfy |∆P̂α,k(Eα,k−1)| < ∆P̂crit ∼ 1 (see the right panel of Fig. 4.4)

while the orbital eccentricity is still large. This typically occurs just after

the mode energy is dissipated non-linearly from Emax to Eresid. Thus, when

the system satisfies

|∆P̂α,k(Eα,k−1)| '
3
√

∆EαEα,k−1

|EB,k|
σα,kPk . 1, (4.51)

(where we have assumed Eα,k−1 ∼ Eresid � ∆Eα) the f-mode will no longer

behave chaotically and influence the orbital evolution. Instead, static tides

drive the gradual decay and circularization of the planet’s orbit. To save
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Figure 4.9: Same as Fig. 4.6, except for ab = 225 au. The insets in the bottom
right panel show a closer look at two high-eccentricity phases. In the first inset,
the mode energy does not dissipate. In the second inset, the planet undergoes
multiple episodes of tidal dissipation.

computation time, when equation (4.51) is satisfied while the orbital ec-

centricity is large, we take note. If equation (4.51) is still satisfied in 30,000

orbits, we stop evolving the dynamical tides; if equation (4.51) is not sat-

isfied after 30,000 orbits, we check again in another 30,000 orbits. The

multiple checks are to account for the fact that ∆P̂crit varies significantly

depending on the orbital period and can be less than 1.
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4.3.2 Examples of the Model

LK migration with chaotic tides proceeds in three steps (see the blue

curves in Fig. 4.6). First, the external companion drives the planet’s or-

bital eccentricity beyond ecrit (see equation 4.32), where chaotic tides set in

and begin to take over orbital evolution, freezing rp due to angular mo-

mentum conservation. The blue lines in Figs. 4.7 and 4.8 show a zoom-in

view. We see that rp decreases due to the LK effect until settling to an ap-

proximately constant value around 2.1 Myr while e and a start to wander

chaotically. In the second stage, chaotic tides dominate orbital evolution

and quickly shrink the orbit until it is too bound for such tides to continue

operating. In Figs. 4.7 and 4.8, it is clear that the planet undergoes mul-

tiple episodes of non-linear dissipation (where the mode energy rapidly

dissipates to a small residual value of Eresid after climbing to maximum en-

ergy Emax) while subject to chaotic tides. The result is a very eccentric WJ.

At this new semi-major axis, the planet is decoupled from the influence of

the stellar companion, and no longer experiences significant eccentricity

oscillations. Finally, weak tidal friction circularizes and shrinks the orbit

to form a HJ on a Gyr timescale (depending on the dissipation rate of static

tides in the planet).

In some cases, a system will undergo multiple high-eccentricity phases

before chaotic tides reach the threshold Emax and the f-mode dissipates

energy. An example is shown in the blue lines of Fig. 4.9, where the sys-

tem has the same parameters and initial conditions as in Fig. 4.6 but with

a slightly larger companion semi-major axis (ab = 225 au). We see that

the planet’s eccentricity undergoes five LK oscillations before the f-mode

energy climbs to Emax. Before an episode of tidal dissipation, any energy
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transferred from the orbit to the mode can easily pass back to the orbit. For

example, in the third high-eccentricity phase of Fig. 4.9 (shown in an inset

of the bottom right panel) the f-mode loses a small amount of energy and

the semi-major axis increases slightly. Once the mode energy reaches Emax

and is dissipated, the orbit shrinks irreversibly and continues to rapidly

decay until the orbit is too bound for chaotic tides to operate.

We can gain some insight into when a system requires multiple high-

eccentricity phases to reach Emax by studying the rate of chaotic orbital

decay predicted by the iterative map from Section 4.2.1. While |∆P̂α| > 1

(for Eα,0 = 0), the mode amplitude grows in an approximately diffusive

manner [Fig. 5 of Vick and Lai [2018]; see also Mardling [1995a], Ivanov

and Papaloizou [2004a], Wu [2018]], with the averaged mode energy

< Eα,k >' ∆Eαk (4.52)

For a sufficiently eccentric orbit, ∆Eα is roughly constant over many peri-

centre passages. We can define a timescale for orbital decay from the en-

ergy transfer and dissipation,

tdecay ≡
P0|EB,0|

∆Eα

. (4.53)

If we use the largest value of e attained by the system in Fig. 4.9, we find

that tdecay = 0.31 Myr and the timescale for the system to remain at high

eccentricity is ∆t(e = 0.983) = 0.13 Myr (see equation 4.42). Because tdecay <

∆t(e = 0.983), the system must undergo multiple LK cycles for the mode

energy to climb to Emax. In contrast, the system in Fig. 4.6 reaches e = 0.989,

for which tdecay = 3.9 × 10−2 Myr and ∆t(e = 0.989) = 0.15 Myr. For this

system, where the timescale for chaotic tides to alter the orbit is very short,

the planet’s orbit decays within one high-eccentricity phase.
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4.4 Key Features of Chaotic Tidal Migration: Analytical

Understanding

LK migration with chaotic tides has a few characteristic features. First, it

can prevent some gas giants from undergoing tidal disruption. Second, it

naturally produces very eccentric WJs. Lastly, this population of WJs cir-

cularizes relatively quickly, due to weak tidal friction because the planets

are “detached” from the companions’ perturbations. In the following, we

discuss the necessary conditions for LK chaotic tidal migration, hallmarks

of this process, and predictions for the stellar obliquities of HJs formed via

this mechanism.

4.4.1 Condition for Chaotic Tidal Migration

As discussed in Section 4.2.3, a planet must have e & ecrit to initiate chaotic

tides, where ecrit as a function of a0 (the initial semi-major axis of the planet)

is implicitly given by equation (4.32). To reach such a high eccentricity, a

system must have sufficiently large initial mutual inclination, θlb,0. In the

idealized case of quadrupole LK oscillations, the maximum eccentricity is

emax =
[
1 − (5/3) cos2 θlb,0

]1/2
. Accordingly, emax ∼ 1 can be achieved only for

θlb,0 ≈ 90◦. Including octupole terms complicates the relationship between

the initial mutual inclination and the maximum attainable eccentricity and

broadens the inclination window for extreme eccentricity excitation. A

realistic treatment of the LK effect must also account for the short-range

forces (SRFs) that cause the planet’s pericentre to precess. These limit the

maximum attainable eccentricity in LK cycles to a value elim, where elim
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is the maximum eccentricity achieved when θlb,0 = 90◦ in the quadrupole

limit. In the presence of the octupole potential, the eccentricity still cannot

exceed elim, but this eccentricity can be realized for a wider range of initial

inclinations [Liu et al., 2015]. The relevant SRFs for this problem are GR

and the effect of static tides raised on the planet. When (1 − elim) � 1, the

limiting eccentricity is given by

εGR

(1 − e2
lim)1/2

+
7
24

εTide

(1 − e2
lim)9/2

'
9
8
, (4.54)

where εGR and εTide measure the strengths of precession due to GR and the

planet’s tidal bulge relative to the quadrupole LK effect, respectively:

εGR ≡
3GM2

∗a
3
b,eff

a4
0c2Mb

, (4.55)

εTide ≡
15M2

∗a
3
b,eff

k2pR5
p

a8
0MpMb

. (4.56)

For our “standard” system (shown in Fig. 4.6) with a0 = 1.5 au, ab = 200

au, and eb = 0, we find elim ≈ 0.998 and ecrit ≈ 0.985, so the planet can reach

large enough eccentricities to experience chaotic tides, provided the initial

mutual inclination angle, θlb,0, is sufficiently large.

In general, the necessary condition for chaotic tidal migration is

elim ≥ ecrit, (4.57)

or equivalently rp,lim ≡ a0(1 − elim) ≤ rp,crit, where ecrit and rp,crit are given

by equation (4.32) (or more approximately by equation 4.34). Because elim,

given by equation (4.54), depends on ab,eff , the condition on elim translates

to an upper limit on ab,eff for chaotic migration to occur:

ab,eff ≤
31/3

25/6

a7/6
0

R1/6
p

(
MbMp

M2
∗

)1/3 GMp

Rpc2

(
Rp

rp,crit

)1/2

+
35
384

k2p

29/2

(
Rp

rp,crit

)9/2−1/3

, (4.58)
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The upper limit in equation (4.58) is shown as a blue line in Fig. 4.10.

We can also derive the maximum rp that allows for standard LK migra-

tion with static tides within a stellar lifetime. Using equation (4.44) and

requiring that the planet migrate within tmig (i.e. tST,LK . tmig), we find

rp . rp,ST ≡(0.021 au)
(

tmig

1 Gyr

)1/7 (
Rp

RJ

)5/7 (
Mp

MJ

)−1/7

×

( a0

1 au

)−1/7
(

k2p

0.37

)1/7 (
M∗

1M�

)2/7 (
∆tL

1 s

)1/7

, (4.59)

[rp,ST is called rp,mig in Muñoz et al. [2016]]. Substituting rp,ST for rp,crit in

equation (4.58) yields an approximate maximum ab,eff for standard LK mi-

gration (without chaotic tides). The result is shown as the dashed line in

Fig. 4.10. For a 1MJ, 1.6RJ gas giant, the conditions for chaotic tidal mi-

gration are typically more generous than for standard LK migration. This

suggests that LK migration with chaotic tides yields more HJs than LK

migration with static tides.

4.4.2 Evading Tidal Disruption

The planet can be tidally disrupted if its pericentre distance, rp, is less than

the tidal disruption limit from equation (4.24),

rp,dis = (0.013 au)
(
Rp

RJ

) (
M∗

103Mp

)1/3

. (4.60)

Therefore, when rp,lim < rp,dis, the companion can induce tidal disruption

of the planet if θlb,0 is sufficiently large. Substituting rp,dis for rp,crit in equa-

tion (4.58) yields the maximum ab,eff for tidal disruption to be possible.

This is shown as the red line in Fig. 4.10.

In the standard LK migration scenario (with static tides), a large fraction of

migrated giant planets are tidally disrupted because rp,dis can be quite close
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Figure 4.10: The effective outer companion semi-major axis ab,eff (equation 4.41)
vs. the initial semi-major axis of the planet, for Mp = 1MJ, Rp = 1.6RJ and
M∗ = M�. LK migration via chaotic tides (CT) is possible below the blue line,
equation (4.58); tidal disruption becomes possible below the red line, equa-
tion (4.58) with rp,dis in place of rp,crit; tidal disruption may be evaded by chaotic
tides above the black line, equation (4.62). The dashed line corresponds to the
maximum ab,eff for standard LK migration (with static tides) to operate within
109 yrs, assuming ∆tL = 1 s, see equation (4.59).

to rp,ST; moreover, Saturn-mass planets can rarely migrate successfully via

LK oscillations and static tides because rp,dis & rp,ST [ASL16, Muñoz et al.,

2016]. In contrast, with chaotic tides, there is always a region of parameter

space where chaotic tidal migration is possible without disruption (rp,crit >

rp,dis; see Fig. 4.3) for any reasonable values of Mp and Rp for giant planets.

In some cases, chaotic tides can shepherd to safety the planets that are

otherwise destined for tidal disruption by acting to rapidly decrease e

and increase rp. This possibility was suggested in Wu [2018]. Figure 4.11
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shows one such example. Before the planet is pushed to extreme eccen-

tricity and tidal disruption by the octupole potential, it is frozen into a

high-eccentricity orbit with a small semi-major axis and becomes decou-

pled from the companion. Without further interference from the LK effect,

the eccentric WJ circularizes in orbit over a Gyr timescale to eventually

become a HJ.

We can understand the condition for chaotic tides to save a planet from

disruption using a simple time-scale argument. Tidal disruption occurs

when rp ≤ rp,dis. At high eccentricity, the timescale for a planet to re-

main below a given rp is ∆t(< rp) ∼ tLK

√
1 − e2 ∼

√
2tLK(rp/a0)1/2 (see equa-

tion 4.42), while the timescale for chaotic tides to decay the orbit is tdecay,

given by equation (4.53). The planet reaches a minimum rp when these

timescales are roughly equal. For planets that are “just saved” from dis-

ruption, this minimum is nearly rp,dis. A system that can be saved from

disruption must satisfy tdecay . ∆t(< rp,dis), i.e.

P0|EB,0|

∆Eα

.
√

2tLK

(
rp,dis

a0

)1/2

, (4.61)

where ∆Eα is evaluated at rp = rp,dis (see equation 4.21). Recall that ∆Eα de-

pends on T (η, σα/Ωp, e). When (1 − e) � 1, T and the pseudo-synchronous

spin rate, Ωps, have negligible dependence on e. We can then evaluate T (η)

by using equation (4.25) with the approximate K22 from equation (4.27)

and taking σ̄α ' ω̄α+1.17/η3/2 for the mode frequency in the inertial frame.

At rp,dis, T (η = 2.7) = 2.5 × 10−2.

By rearranging equation (4.61), we can find the minimum ab,eff needed for

chaotic tidal migration:

ab,eff & 27.7 a5/6
0 r1/6

tide

(
M∗
Mp

)2/9 (
Mb

M∗

)1/3

, (4.62)
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Figure 4.11: Evolution of a system that is spared disruption by chaotic tides. The
blue lines includes chaotic tides, and the grey lines do not. The initial conditions
are a0 = 1.14 au, ab = 102 au, θlb,0 = 82◦, eb = 0.47, and Ω0 = 179◦ (where Ω0 is the
longitude of the ascending node of the planet). The physical properties of the
planet and stars are Mp = MJ,M∗ = Mb = M�, and Rp = 1.6 RJ. The black dashed
line is rp,dis from equation (4.60).
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Figure 4.12: The predicted semi-major axis (see equation 4.64) of WJs that have
undergone chaotic tidal migration as a function of the pericentre distance rp,WJ

for two different planet models. The minimum value of η is set by the criterion
for tidal disruption (equation 4.60). The maximum value of η is set by the chaotic
tides boundary [equation (4.33) with a0 = 5 au].

with rp,dis = 2.7rtide. The limit on ab,eff is shown as a black line in Fig. 4.10.

4.4.3 Eccentric Warm Jupiter Formation

A giant planet that undergoes chaotic orbital decay becomes an eccentric

WJ after reaching a semi-major axis where both chaotic tides and the LK

effect have little influence on the continued evolution of the planet’s orbit.

For example, in Figs. 4.6 - 4.8, all of the integrations produce a planet with

a semi-major axis between 0.35 and 0.65 au and an eccentricity between

0.93 and 0.97. We can understand why this occurs by re-examining the
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criterion for chaotic tides to stop affecting orbital evolution (see equation

4.51). Typically, chaotic tides end just after a dissipation episode, where

Eα,k−1 ∼ Eresid. Setting |∆P̂α,k(Eresid)| ∼ 1 with Pk ∝ a3/2
k and |EB,k| ∝ a−1

k , we

find

aWJ ' a0

[
(3σαP0)2 ∆EαEresid

|EB,0|
2

]−1/5

, (4.63)

where ∆Eα and σα are evaluated at rp = rp,WJ, the pericentre distance of the

planet when chaotic tides stop operating. The value of rp,WJ varies errati-

cally for small changes of initial conditions, but must fall between rp,dis (η =

2.7) and rp,crit (very roughly η ∼ 4) for a system with a0 < 5 au. Equation

(4.63) gives the relationship between a and rp for WJs formed by chaotic

tides. Parametrizing the residual mode energy by Eresid ≡ fGM2
p/Rp, and

using equation (4.21), we can write aWJ in terms of the planet properties

and η:

aWJ ' rtide

(
M∗
Mp

)4/15 [
(6πσ̄α)2 f

4T (η)
η6

]−1/5

. (4.64)

Equation (4.64) is plotted in Fig. 4.12 for two different planet models. For

values of η between 2.7 and 3.6, equation (4.64) yields semi-major axes in

the range of 0.3 − 1.0 au (for Rp = 1.6RJ and M∗/Mp = 1000). We can also

find the eccentricity of the WJs via

(1 − eWJ) =
ηRp

aWJ

(
M∗
Mp

)1/3

'

(
Mp

M∗

)4/15 [
(6πσ̄α)2 f

4T (η)
η

]1/5

. (4.65)

For η between 2.7 and 3.6, (1 − eWJ) is between 0.027 and 0.060 (again for

Rp = 1.6RJ and M∗/Mp = 1000).

Figures 4.6, 4.9, and 4.11 show that after the WJ forms through chaotic

tides, the eccentricity freezes at a high value and the planet’s orbit decou-

ples from the companion. In general, LK eccentricity oscillations freeze
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when ω̇SRFtLK

√
1 − e2 & 1, where ω̇SRF is the rate of precession due to SRFs.

This is equivalent to εGR/
√

1 − e2 & 1 or εTide/(1 − e2)9/2 � 1. We find that

tidal effects play a more important role than GR in the “freezing” of eccen-

tricity oscillations of WJs.

4.4.4 Fast Long-Term Orbital Decay and Hot Jupiter For-

mation

When the planet’s orbit is no longer strongly influenced by chaotic f-mode

evolution and the LK effect, the orbit decays and eventually circularizes

due to tidal friction from static tides raised on the planet. With enough

time, the final result is a HJ. This is the same mechanism that has been

used to explain HJ formation in previous studies of migration via the LK

effect [ASL16; Petrovich, 2015a]. Here, the process occurs more quickly

because the orbit is frozen into a small pericentre value rather than oscil-

lating between high and low eccentricities. Figures 4.6 and 4.9 compare

the long-term orbital evolution predicted by our model (in blue) with the

standard calculation that does not include chaotic tides (in grey). In both

cases, the orbit circularizes much more quickly when chaotic tides are in-

cluded.

4.4.5 Spin-Orbit Misalignment and Final Planet-Binary In-

clination

Recent studies [ASL16 Storch and Lai, 2014, Storch et al., 2017] have shown

that a giant planet undergoing LK migration can induce complex dynam-
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Figure 4.13: The same system as in Fig. 4.11 (with chaotic tides), but showing
the evolution of various misalignment/inclination angles, the adiabaticity pa-
rameter A (equation 4.66), and the ratio of the spin angular momentum of the
star to the planet’s orbital angular momentum. The stellar obliquity, θsl, freezes
when A � 1 (the dotted line in the second panel denotes A = 50, the criterion
used in our population synthesis).
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ics in the spin axis of the oblate host star before the spin-orbit misalign-

ment angle (stellar obliquity), θsl, becomes frozen. This freezing occurs

when the precession rate, Ωp∗, of the stellar spin vector (S∗) around L̂ (the

unit orbital angular momentum vector of the planet) becomes much faster

than the precession rate (ΩL) of L̂ around the binary angular momentum

axis L̂b. The ratio of precession rates is

A ≡

∣∣∣∣∣∣Ωp∗

ΩL

∣∣∣∣∣∣ , (4.66)

where

ΩL ≡

∣∣∣∣∣∣dL̂
dt

∣∣∣∣∣∣
LK,quad

'
3(1 + 4e2)

8tLK

√
1 − e2

| sin 2θlb|, (4.67)

and

Ωp∗ = −
3
2

kq∗

k∗

Mp

M∗

(R∗
a

)3 Ω∗

(1 − e2)3/2 cos θsl, (4.68)

with k∗ as the stellar moment of inertia constant, kq∗ as the stellar rotational

distortion coefficient, and Ω∗ as the stellar spin rate (see ASL16). We take

k∗ = 0.1 and kq∗ = 0.05. We callA the adiabaticity parameter. The spin-orbit

angle freezes whenA � 1.

Figure 4.13 shows an example of the evolution of the spin-orbit misalign-

ment angle θsl during chaotic tidal migration. The stellar spin rate evolves

according to the Skumanich law given in equation (4.48). When chaotic

tides stop operating, around 4.5 Myr, A ∼ 1, and θsl still oscillates with an

amplitude of ∼ 16◦. BecauseA depends on the stellar spin rate and θlb, the

condition for the adiabatic “spin-orbit freeze” (A � 1) is generally differ-

ent from the condition for “LK oscillations freeze” [εTide/(1− e2)9/2 � 1; see

section 4.4.3]. Many of the planets that migrate via LK chaotic tides will

not have a fixed θsl when they become eccentric WJs.

The mutual inclination θlb between the orbits of the planet and the stellar
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companion is also of interest. We see from Fig. 4.13 that θlb can oscillate

even at the end of the evolution (when the planet has become a HJ). This

variation of θlb arises from the coupling between L and S∗ (with |S∗| non-

negligible compared to |L|). We define

J ≡ L + S∗. (4.69)

We find that the angle between J and Lb, θjb, is constant when the planet’s

orbit is decoupled from the influence of the stellar companion. To un-

derstand this, consider the time evolution of the planet’s orbital angular

momentum axis L̂ and the stellar spin axis Ŝ∗. Both are rapidly precessing

around J. An external torque acting on S∗ (from magnetic braking) or L

(from the binary companion) also acts on J. But after averaging over the

fast timescale 2π/|Ωp∗|, the net effect is that J precesses around LB. As a

result, θjb is constant and θlb oscillates around θjb with amplitude θlj, where

tan θjl =
|S∗|
|L|

sin θsl

(1 + |S∗|/|L| cos θsl)
. (4.70)

The top panel of Fig. 4.13 illustrates this behaviour. As the star gradually

spins down due to magnetic braking, θlb asymptotes to θjb.

4.5 Population Synthesis

In this section we carry out a population synthesis study of giant planets

undergoing LK migration with chaotic tides. Our goal is to determine the

production efficiencies of eccentric WJs and HJs, as well as their general

properties as predicted by this scenario.
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Table 4.2: Outcomes of LK migration with chaotic tides for three planet models.
The fraction of systems that undergo chaotic evolution is denoted by Fmig; these
planets are either tidally disrupted (Fdis) or exit chaotic tides as eccentric WJs
(FWJ = Fmig−Fdis). The fraction of planets that circularize to e = 0.1 with 1 Gyr is
FHJ. We compare our results with semi-analytical predictions using the method
described in Section 4.6.

1 RJ, 1MJ 1.6 RJ, 1MJ 1.6 RJ, 0.3MJ

Rate Prediction Rate Prediction Rate Prediction
Fmig 14.0 % 13.7 % 15.4 % 14.2 % 16.7 % 15.2%
Fdis 10.1% ≤11.9% 11.5 % ≤11.9 % 13.2 % ≤13.1 %
FWJ 3.9% ≥1.8 % 3.9% ≥2.3 % 3.6 % ≥ 2.1 %
FHJ 3.9% — 3.8% — 2.2 % —

4.5.1 Set-up and Method

All of our population synthesis calculations use the same stellar and com-

panion masses M∗ = Mb = M�. The initial rotational period of the host

star is 2.3 days, and the star spins down according to the Skumanich law

(equation 4.48). The planet model is a γ = 2 polytrope. We consider two

planet radii, Rp = RJ and Rp = 1.6RJ, and two planet masses Mp = 1MJ and

Mp = 0.3MJ.

While some of our earlier examples have assumed that eb = 0 (so that the

octupole terms vanish), in the population synthesis we consider a broad

range of eb and incorporate the octupole LK effect. The importance of

the octupole effect (relative to the quadrupole effect) is encoded in the

dimensionless parameter

εoct =
a
ab

eb

1 − e2
b

. (4.71)

We have explored a variety of initial conditions, uniformly spanning

a0 = [1, 5] au, ab = [102, 103] (au) (uniformly sampled in log ab), cos(θlb,0) =

(−0.77, 0.77), eb = [0, 0.8] and Ω0 = [0, 2π] (where Ω0 is the initial longitude
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Figure 4.14: The parameter space that that results in WJs formed by chaotic tidal
migration (blue) and tidal disruption (red). Each point represents a calculation
with different initial binary inclination θlb,0, semi-major axes (ab in units of a0),
eccentricity eb and octupole parameter εoct. Systems with θlb,0 > 90◦ are plotted
as 180 − θlb,0. For most systems, the planetary f-mode never becomes chaotic
(black points). WJs are produced for a narrow range of ab/a0 and for εoct . 0.02.
The three columns show different combinations of planet mass and radius (as
labelled).

of the ascending node of the planet’s orbit). Our choice of initial mutual

inclinations, θlb,0, is limited to the range where the quadrupole LK effect

can operate, i.e. cos2 θlb,0 < 3/5. Systems that do not obey the stability

criterion [Mardling and Aarseth, 2001],

ab

a
> 2.8

(
1 +

Mb

Mtot

)2/5 (1 + eb)2/5

(1 − eb)6/5

[
1 − 0.3

θlb,0

180◦

]
, (4.72)

are discarded. Note that the range of initial conditions is identical to that of
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ASL16 for straightforward comparison between the HJ formation fraction

from LK migration with and without chaotic tides.

The details of how the evolution of the planetary f-mode is calculated in

combination with the LK effect are discussed in Section 4.3.1. In all calcu-

lations, we use Emax = 0.1GM2
p/Rp and Eresid = 0.001GM2

p/Rp to parametrize

the maximum f-mode energy and the residual energy after an episode of

non-linear tidal dissipation. The planet is assumed to be rotating at the

pseudo-synchronous rate (equation 4.29). The effect of chaotic dynamical

tides on the planet’s spin is not accounted for in this investigation, but

could be incorporated into future studies that follow the evolution of mul-

tiple oscillatory modes in the planet.

Our study is structured to efficiently determine the likelihood of three pos-

sible outcomes: “No Chaotic Tidal Migration”, “Tidal Disruption”, and

‘Chaotic Tidal Migration”. Each calculation is stopped when the integra-

tion time reaches 1 Gyr or when one of the following conditions is met:

(i) If |∆P̂α,k(Eα,k−1)| (equation 4.38) has not reached 1 after min(500tLK, 5tLK/εoct),

the calculation is terminated and the system is labelled as “No Chaotic

Tidal Migration”. Note that a small percentage of such systems may mi-

grate within 1 Gyr via standard LK migration without the assistance of

chaotic tides. These are not identified as a separate outcome from planets

that will not migrate at all.

(ii) If the system has evolved for more than 107 planetary orbits in the

chaotic phase (i.e. where the orbital evolution is coupled with the f-mode

evolution, as discussed in Section 4.3.1) without reaching Eα,k = Emax, the

integration is stopped and the system is classified as “No Chaotic Tidal

Migration”.
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(iii) If, at any time, the pericentre distance is within the tidal disruption

radius, i.e. rp < rp,dis, the outcome is classified as “Tidal Disruption”, and

the integration is stopped.

(iv) If the planet has experienced chaotic orbital evolution and its orbit has

circularized to e = 0.1 within 1 Gyr, the integration is stopped and the

system is classified as having undergone “Chaotic Tidal Migration”.

For each system, we begin by integrating the full equations of motion

and incorporating the evolution of the planet f-mode (as described in Sec-

tion 4.3.1). However, at different points in the giant planet’s evolution, it is

possible to “turn off” various effects without losing accuracy. As discussed

in Section 4.3.1, the effect of chaotic dynamical tides is only accounted for

when it can significantly affect orbital evolution. Additionally, when the

semi-major axis is small, LK oscillations are suppressed. As the planet’s

orbit shrinks and circularizes on a long time-scale due to static tides [see

equation (4.43) with ∆tL = 1 s], the eccentricity of the planet’s orbit pre-

cesses on a much shorter time-scale than that of tidal decay. Following

this precession is computationally expensive and does not affect the final

properties of the migrating planet. When the LK oscillations are “frozen”

[εTide/(1 − e2)9/2 > 30] and the spin-orbit angle is safely adiabatic (A > 50),

we continue the integration without LK and SRF terms.

4.5.2 Migration and WJ/HJ Formation Fractions

The results of our population synthesis are summarized in Table 4.2. For

each combination of planetary mass and radius, we ran 104 calculations

to determine the fraction of systems that undergo chaotic tidal migration
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(Fmig). These migrated planets are either tidally disrupted (fraction Fdis) or

survive as eccentric WJs (fraction FWJ = Fmig − Fdis) that undergo further

orbital decay and circularization due to static tides, eventually becoming

HJs. The fraction of systems that evolve into HJs within 1 Gyr is denoted

by FHJ. Note that our population synthesis did not sample initial mutual

inclinations with | cos(θlb,0)| > 0.77, as such planets do not experience large

excursions in eccentricity. The migration, disruption, WJ, and HJ fractions

are calculated assuming a uniform distribution in cos(θlb,0), e.g. Fmig =

0.77Nmig/Nrun with Nmig the number of systems that displayed chaotic tidal

migration and Nrun the total number of runs. For 1MJ, 1Rp planets, the

HJ formation percentage from our population synthesis is larger than the

value obtained for standard LK migration by a factor of ∼ 1.6 (3.9 % vs 2.4

%); see[ASL16; Muñoz et al., 2016].

4.5.3 Parameter Space for WJ Formation

We can learn about the parameter space that leads to eccentric WJ forma-

tion by examining how the outcome of orbital evolution depends on the

initial conditions and the planet properties (see Fig. 4.14; see also Fig. 18

from ASL16 for comparison with the standard LK migration results). It is

clear that smaller values of θlb,0 do not yield migration. This is unsurpris-

ing as the eccentricities required for chaotic tides are very large, which

necessitates large initial mutual inclinations. Another pronounced fea-

ture is that the systems that produce eccentric WJs are clustered in ab/a0.

The reason for this is discussed in Section 4.4 (see Fig. 4.10). In essence,

only a narrow window in ab/a0 can produce systems that will reach large

enough eccentricities to undergo chaotic tides (see equation 4.58), but not
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Figure 4.15: Initial conditions for LK migration with chaotic tides, coloured by
the outcomes of the evolution, either the formation of an eccentric WJ (blue) or
tidal disruption (red). The giant planet has Mp = 1MJ and Rp = 1.6RJ. The blue,
red, and black lines are the same as in Fig. 4.10.

so large that the planets are tidally disrupted (see equation 4.62). Fig-

ure 4.15 demonstrates that the systems that produce surviving WJs indeed

satisfy equations (4.58) and (4.62). The range of εoct that can produce eccen-

tric WJs is capped by the limit on ab/a0 (see equation 4.71). Lastly, Fig. 4.14

shows that changing the properties of the gas giant has little effect on the

parameter space that produces eccentric WJs. Unlike standard LK migra-

tion with static tides, where systems with Mp = 0.3MJ produce hot Saturns

at a rate of 0.5% (assuming ∆tL = 1 s) after evolving for 5 Gyr [see ASL16,

Muñoz et al., 2016], chaotic tides allow low-mass planets to survive high-

eccentricity migration without suffering tidal disruption, and produce hot

Saturns at a rate of about 2.2% after only 1 Gyr.
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Figure 4.16: The orbital semi-major axis aWJ (top row) and eccentricity eWJ (sec-
ond row) of WJs formed by chaotic tidal migration (for planets with Mp = 1MJ,
Rp = 1.6RJ) as a function the initial a0 of the planet, ab of binary, the initial binary
inclination, θlb,0, and the octupole parameter εoct [see equation (4.71)]. Systems
that only experience one high-eccentricity phase are shown in dark blue, and
those that undergo multiple LK cycles are shown in light blue.

4.5.4 Properties of WJs Formed by Chaotic Tidal Evolution

We now examine the orbital properties of planets produced by chaotic

tides. The scatter plots in Fig. 4.16 show an overview of the WJ eccen-

tricities and semi-major axes (eWJ and aWJ) for the Mp = 1MJ,Rp = 1.6RJ

planet model after the planetary f-mode has settled into a quiescent state

(but before weak tidal friction circularizes the orbit over a long time-scale).

Most planets have aWJ between 0.2 and 1 au and eWJ between 0.91 and

0.97. Systems that have undergone multiple LK cycles tend to have larger

aWJ and eWJ. This is expected because larger values of aWJ and eWJ corre-

spond to systems that do not reach a small enough value of rp for chaotic

tides to significantly alter the orbit within the time-frame of a single high-

eccentricity phase. In general, aWJ and eWJ increase with η = rp/rtide [see
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Figure 4.17: The distributions of aWJ, eWJ, rp,WJ, and tWJ (the time at which chaotic
evolution stops) for WJs produced by LK migration with chaotic tides for three
different planet models. The ranges of aWJ and ep,WJ are in agreement with equa-
tions (4.64) and (4.65), (see also Fig. 4.18). The peaks of the rp,WJ distributions
occur near η ∼ 3 [see equation (4.22)] for all three planet models.

equations (4.64) and (4.65) and Fig. 4.12].

In the top left panel of Fig. 4.16, the values of aWJ seem to fall on a set of aWJ

- a0 curves. This feature arises from our treatment of non-linear dissipa-

tion, where the f-mode rapidly dissipates energy after reaching Emax. Each

curve corresponds to some number N of non-linear dissipation episodes,

after which the orbital energy becomes (EB,0 − NEmax). The systems with
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the most distant stellar companions can produce WJs with relatively large

semi-major axes (&1 au) after chaotic tidal evolution. This occurs because

the minimum η required for chaotic tides to compete with the LK effect

is larger for systems with larger ab,eff. In Fig. 4.16, we can also see that

most systems that exhibit chaotic behaviour have initial mutual inclina-

tions around 90◦, as expected. Lastly, as seen earlier in Fig. 4.14, large

values of εoct do not produce surviving WJs.

Figure 4.17 shows the histogram of the parameters of WJs produced by

chaotic tidal migration. The distributions of planet properties are gen-

erally more sharply peaked for denser planets. The ranges of aWJ and

ep,WJ are in agreement with equations (4.64) and (4.65), which predict that

aWJ scales linearly with Rp while eWJ has no dependence on the planet ra-

dius and a weak dependence on the planet mass (for a given minimum η

achieved during the orbital evolution). Combining equations (4.64) and

(4.65), we can see that the distribution of rp,WJ = aWJ(1 − eWJ) should

scale directly with rtide. This would imply that the peak at 0.015 au in

the rp,WJ distribution for the Mp = 1MJ,Rp = 1 RJ planet model should

appear near 0.024 au and 0.036 au in the Mp = 1MJ,Rp = 1.6 RJ and

Mp = 0.3MJ,Rp = 1.6 RJ models, respectively, as is the case in Fig. 4.17.

The timescale for chaotic evolution to shrink the orbit, tWJ, peaks near 10

Myr for all planet models.

The range of rp,WJ is narrow for all three planet models. The lower edge

of this distribution is determined by the tidal disruption radius. A planet

cannot survive if η < 2.7. The upper value of rp,WJ is roughly set by the

pericentre distance where the planet with the largest semi-major axis (in

our simulation, a0 = 5 au) crosses the chaos boundary, generally near
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η ∼ 4. Figure 4.18 shows the relationship between aWJ, eWJ and rp,WJ for

planets that have undergone chaotic evolution. The solid lines show equa-

tion (4.65) for each planet model. Recall that equation (4.65) yields the

eccentricity where |∆P̂α(Eresid)| = 1 for a given rp. Therefore, the restric-

tions on rp,WJ determine the range in the distributions of aWJ and eWJ. This

simple calculation explains the properties of planets that survive chaotic

tidal evolution very well. The spread in the results from the population

synthesis arises from the fuzziness in the chaotic tides boundary, i.e. vari-

ations in ∆P̂crit. These variations are larger for smaller Eresid (see Fig. 4.4).

On average, systems with smaller Mp and larger Rp have smaller Eresid. Ac-

cordingly, the spread in the results is largest for the Mp = 0.3MJ,Rp = 1.6 RJ

model and smallest for the Mp = 1MJ,Rp = 1 RJ model.

4.5.5 Hot Jupiter Properties

The eccentric WJs formed by chaotic tidal migration continue to experi-

ence orbital decay and circularization due to static tides. As long as the

static tide is sufficiently dissipative, the planet will circularize to

aF = aWJ(1 − e2
WJ) ' 2rp,WJ (4.73)

For our population synthesis, most WJs circularize within 1 Gyr (assuming

∆tL = 1 s) to become HJs (see Table 4.2). Those that do not are almost

exclusively from the low-density planet model with the largest rtide. The HJ

period distributions for our population synthesis calculations are shown

in Fig. 4.19. The peak lies between 3.5 and 4 days for our standard model

with Mp = 1MJ,Rp = 1.6RJ; this shifts to smaller periods for denser planets

(with Mp = 1MJ, Rp = 1RJ). As discussed in Section 4.5.4, the range of rp,WJ
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is set by the pericentre distance requirements for tidal disruption and for

chaotic tidal behaviour. Both of these conditions vary directly with rtide, so

the peak of the HJ period distribution scales as r3/2
tide.

The final spin-orbit misalignments (θsl) are also shown in Fig. 4.19. For all

three planet models, the distribution in θsl is bimodal, peaking near 30◦

and 140◦. These distributions are qualitatively similar to those obtained

in ASL16 for standard LK migration with static tides. In general, the per-

centage of retrograde configurations (θsl > 90◦) is slightly larger for chaotic

tidal migration than for standard LK migration. This may be due to the

fact that, because chaotic tides dramatically speed up orbital decay, the

star is rotating more rapidly when θsl becomes “frozen,” and the feedback

torque from the star on the orbit is larger. Nearly all of the retrograde

configurations are produced by systems that experience multiple high ec-

centricity phases. A planetary orbit that only undergoes one LK oscillation

remains more aligned with the stellar spin, likely because the planet does

not have sufficient opportunity to change the spin-axis of the star.

We have also provided the final values of θjb, the angle between J = S∗ + L

and LB. In all of our calculations, the ratio |S∗|/|L| is still of order unity

near tHJ (the time when the planet’s orbit has circularized to e = 0.1), so

the mutual inclination of the inner and outer orbits, θlb, is not fixed at tHJ.

As the star continues to spin down, θlb will approach θjb, as discussed in

Section 4.4.5. The distributions of θjb have two strong peaks around 65◦

and 115◦.

Lastly, Fig. 4.19 shows the distribution of “arrival times” for HJs, tHJ, when

e = 0.1. For the Mp = 1MJ,Rp = 1RJ planet model, all orbits circularize

to e = 0.1 within 1 Gyr. For the Mp = 0.3MJ,Rp = 1.6RJ model, only 65%
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of the WJs circularize within a Gyr time-frame, yet 97% can become HJs

within 10 Gyr. In general, planets with larger rtide finish chaotic evolution

at larger rp,WJ and take longer to circularize via static tides. Most planets

that undergo chaotic tidal evolution can be expected to become HJs within

the lifetimes of their host stars. As a result, the population of eccentric WJs

formed by chaotic tides is transient.

The numerical results presented in this paper assume ∆tL = 1 s. We can

generalize our results by understanding the effect of changing ∆tL on the

HJ formation rate. The time-scale for orbital decay and circularization via

static tides is typically the longest time-scale in LK chaotic tidal migration.

This time-scale depends linearly on ∆tL (see equation 4.43). A system that

produces a HJ within 1 Gyr with ∆tL & 1 s can yield a HJ in 10 Gyr if

∆tL & 0.1 s. From Fig. 4.19, it is clear that the two planet models with

Mp = MJ can produce HJs within 10 Gyr even if the planets are no more

dissipative than Jupiter (∆tL = 0.1 s). However, for the Mp = 0.3MJ planet

model, the choice of ∆tL influences the calculated HJ formation fraction.

4.6 Analytical Calculation of WJ Formation Fraction

Muñoz et al. [2016] developed an analytical method to calculate the HJ for-

mation fraction in the standard LK migration (with static tides) scenario.

In this section, we adapt this method to calculate the fractions of systems

that experience chaotic tidal migration or tidal disruption. A system will

become chaotic or suffer disruption when the planet’s pericentre distance

is smaller than a critical value — for chaotic behaviour, rp,crit from equa-

tion (4.34), for disruption, rp,dis from equation (4.60). We define θlb,crit as the
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Figure 4.18: Semi-major axis (aWJ), pericentre distance (rp,WJ), and eccentricity
(eWJ) correlations of WJs produced by chaotic tidal migration for three planet
models. Dark points indicate systems that have only undergone one LK cycle,
and light points show systems that have experienced multiple LK cycles. The
solid lines denote |∆P̂α(Ẽresid)| = 1.0 for different planet properties calculated
from equations (4.64) and (4.65).
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Figure 4.19: The distribution of the final orbital periods, spin-orbit misalign-
ments (θF

sl), asymptotic mutual orbital inclinations (θF
jb; see Section 4.4.5), and

circularization times (when e = 0.1) for HJs that have formed in our population
synthesis calculation. LK chaotic tidal migration can produce HJs with orbital
periods in the range of 1.5-8 days depending on the planet mass and radius.
This migration mechanism yields a bimodal distribution in θF

sl. The final mutual
orbital inclinations can span a large range of values from θF

jb = 0◦ to ∼ 170◦. LK
chaotic tidal migration can comfortably generate HJs within 10 Gyr time-scales.

135



minimum initial mutual inclination necessary for a system to reach rp,crit,

or equivalently ecrit (see equation 4.32). Assuming uniform distribution

in cos θlb,0, the fraction of systems (for a given a0, ab, eb) that experience

chaotic tidal behaviour is then

fmig(a0, ab, eb) = cos θlb,crit, (4.74)

where cos θlb,crit = 0 when elim < ecrit. We refer to Muñoz et al. [2016] for the

calculation of cos θlb,crit given ecrit. By performing a Monte Carlo integration

over a0 = [1, 5] (au), ab = [102, 103] (au) (uniformly sampled in log ab),

and eb = [0, 0.8], we can predict the fraction of systems in our population

synthesis where the planet undergoes chaotic tidal migration (Fmig) and

fraction of systems where the planet is tidally disrupted (Fdis). The fraction

of systems that become chaotic but are not disrupted is given by

FWJ = Fmig − Fdis. (4.75)

As discussed in Section 4.4.2, chaotic tides can compete with the LK effect

and prevent planet tidal disruption. Our analytic calculations therefore

provide an upper limit to the tidal disruption fraction (Fdis) and a lower

bound on the fraction of WJs formed (FWJ) in this scenario. Table 4.2 shows

that our analytical results are in good agreement with the population syn-

thesis results. Our analytical Fmig is slightly smaller than the value ob-

tained from population synthesis, likely because the boundary for chaotic

tides is fuzzy and we have chosen a conservatively low value for rp,crit.

In addition to calculating Fmig and Fdis, we can estimate the total migra-

tion fraction F st+ct
mig where the planet either migrates via chaotic tides or

migrates within 1 Gyr due to weak tidal friction (the standard LK migra-
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tion scenario). For a given a0, ab, and eb, this is

f st+ct
mig (a0, ab, eb) = max(cos θlb,crit, cos θlb,st), (4.76)

where cos θlb,st is the maximum value of cos θlb,0 for which a system can

reach rp,ST, given in equation (4.59). We can integrate f st+ct
mig over orbital

parameters a0, ab, and eb (as before) to find F st+ct
mig . Because rp,ST is generally

less than rp,crit, the percentage of systems that are not chaotic but become

HJs due to weak tidal friction is much less than 1%.

In our population synthesis calculations (Section 4.5) we have only con-

sidered planets with Mp = MJ and 0.3MJ and radius Rp = RJ or 1.6 RJ.

With analytic calculations, we can easily predict the fractions of systems

that survive chaotic tides or suffer disruption as a function of Mp and Rp.

The results are shown in Fig. 4.20. The fraction of systems that undergo

chaotic tidal migration is nearly independent of Mp, Rp (Fmig ∼ 13 − 15%)

for the considered range of planet parameters. The WJ formation fraction

from LK chaotic tides is also insensitive to Mp and Rp because rp,crit and rp,dis

have roughly the same scaling with Mp and Rp. This result differs from the

standard picture of LK migration, where Saturn-mass planets that migrate

are destined for tidal disruption (see ASL16).

4.7 Summary and Discussion

4.7.1 Summary of Key Results

In this paper, we have systematically studied the role of dynamical tides in

high-eccentricity gas giant migration via the LK effect. Our investigation
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Figure 4.20: Analytical results for the planet migration/disruption fractions for
various planet masses and radii (see Section 4.6). Fmig gives the fraction of sys-
tems that experience chaotic tidal migration, Fdis gives the upper bound on the
fraction of systems that are tidally disrupted, and FWJ = Fmig − Fdis gives the
lower bound on the fraction of eccentric WJs formed in this scenario. F st+ct

mig gives
the fraction of systems that experience chaotic tidal migration or standard LK
migration with static tides. Note that F st+ct

mig ≈ Fmig (the green line rests nearly on
top of the black line). This suggests that almost all planets (with ∆tL = 1 s) that
could migrate via standard LK migration within 1 Gyr will experience chaotic
tides.

has revealed (i) the conditions under which dynamical tides in the planet

have a significant effect on migration, (ii) the characteristics of the planet

population that results from LK migration with chaotic dynamical tides,

and (iii) the expected HJ fraction from this formation path. The overall

summary of the paper is already given in the abstract. Here we provide a

guide to the key results of each section.
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In Section 4.2, we explored the orbital parameters necessary for a gas giant

to undergo chaotic tidal migration. When a planet’s orbit is very eccentric

and its pericentre distance is sufficiently small, the tidal force from the host

star can excite planetary oscillations at pericentre in such a way that these

oscillations chaotically climb in amplitude over repeated close passages

(an example is shown in the bottom panel of Fig. 4.2). We found that, for

the γ = 2 polytrope planetary model, the fundamental mode (f-mode) is

more strongly excited than inertial modes, and is the most likely to experi-

ence chaotic growth over multiple orbits. The condition for these “chaotic

tides” to operate is given by equation (4.32) and plotted in Fig. 4.3. In

general, chaotic tides can occur in planets on highly eccentric orbits with

small pericentre distances. We also explored (in Sections 4.2.4 and 4.2.5)

how the conditions for chaotic tides become more generous when the f-

mode already has some non-zero energy.

In Section 4.3, we developed a model to couple the LK migration with or-

bital changes due to chaotic dynamical tides. The model is fully described

in Section 4.3.1, and can be readily adapted to other high-eccentricity mi-

gration mechanisms. Although the model is largely ab initio, there are two

free parameters that characterize the (uncertain) non-linear mode dissipa-

tion: Emax (the maximum energy the mode can reach before non-linear dis-

sipation sets in) and Eresid (the residual energy in the mode after an episode

of non-linear dissipation). We found that these parameters (with reason-

able values) do not change the general features of evolution due to chaotic

tides, but can alter the details (see Figs. 4.7-4.8).

In Sections 4.3.2 and 4.4, we presented example calculations of the LK

chaotic tidal migration, and explained some key features of this migration
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mechanism:

– Chaotic tidal migration leads to rapid formation of WJs (see Fig. 4.6

for an example) on timescales a few to 100 Myrs (see Fig. 4.17). These

WJs have eccentricities in the range 0.85 . eWJ . 0.98 and semi-major

axes between 0.1 and 2 au (with lower values more likely), depending

on the giant planet mass and radius (see Fig. 4.16).

– These eccentric WJs efficiently circularize to HJs via dissipation of

static tides. This process is faster than standard LK migration because

a planet that experiences chaotic tides quickly becomes decoupled

from the influence of the perturber and the eccentricity oscillations

are frozen (see Figs. 4.6, 4.9 and 4.11).

– Some giant planets that are otherwise fated for tidal disruption can

be saved by chaotic tides (see Fig. 4.11). This occurs when the or-

bital decay timescale associated with chaotic tides is shorter than the

timescale for the perturber to change the planet’s eccentricity (see

Section 4.4.2).

In Section 4.5, we conducted a population synthesis study to determine the

formation fractions and properties of eccentric WJs and HJs for a few com-

binations of planet mass and radius. Our study sampled the same range

of initial orbital parameters as in Anderson et al. (2016) for the standard

LK migration scenario. The calculated fractions for chaotic tidal migration

(Fmig), tidal disruption (Fdis), WJ formation (FWJ; note that Fmig = Fdis +FWJ)

and HJ formation within 1 Gyr (FHJ), are provided in Table 4.2. For an

Mp = 1MJ,Rp = 1RJ planet, LK chaotic tidal migration produces more HJs

than standard LK migration (FHJ increases from 2.4% to 3.9%; see Table 3

in ASL16). More importantly, chaotic tides can produce hot giant planets

140



with a broad range of masses and radii. This is in stark contrast with the

standard LK migration, which produces very few hot Saturns because of

the severe tidal disruption experienced by such low-mass giants (ASL16;

Munoz et al. 2016).

The orbital properties of planets from our population synthesis that sur-

vived chaotic tidal migration are shown in Figs. 4.17 and 4.19. The WJs

that are produced directly by chaotic tidal dissipation have pericentre dis-

tributions that peak near rp,WJ ∼ 3rtide = 3Rp(M?/Mp)1/3. These pericentre

values are smaller than those of observed high-eccentricity WJs such as

HD80606 b [Hébrard et al., 2010]. This is expected as the eccentric WJs

formed by chaotic tides are “transient” and should move quickly through

the high-eccentricity phase. The HJs that form via LK chaotic tidal mi-

gration exhibit a pile-up around a 3 day orbital period, depending on the

planet’s mass-radius relation and the assumed tidal disruption criterion.

This is a feature of all tidal migration mechanisms. However, our pre-

dicted HJ period distribution for LK chaotic tidal migration differs from

that for the standard LK migration, particularly for low-mass giant plan-

ets (compare Fig. 4.19 with the middle row of Fig. 23 from ASL16). Chaotic

tidal migration can produce Saturn-mass planets at periods longer than 5

days and generates a wider period distribution for such planets. Finally,

we found that chaotic tidal migration yields similar spin-orbit misalign-

ments as the standard LK migration (compare Fig. 4.19 with Fig. 24 of

ASL16). For all three planet models we considered, the distribution of final

spin-orbit misalignments is bimodal with peaks at θF
sl ∼ 30◦ and θF

sl ∼ 130◦.

In Section 4.6, we used an analytical method, developed in Muñoz et al.

[2016], to understand how the HJ formation rate varies with planet mass
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and radius. We calculated a lower-bound on the eccentric WJ forma-

tion rate (not accounting for planets that are spared from tidal disruption

by chaotic tides). The predicted (analytical) rates are in agreement with

the results from the population synthesis study (see Section 4.5) and are

shown in Fig. 4.20. We confirmed that the WJ formation rate from LK

chaotic tidal migration is constant over a reasonable range of giant planet

masses and radii, as suggested by, e.g., Fig. 4.14 and Table 4.2.

4.7.2 Discussion

The results presented in this paper show that chaotic tides endow the LK

migration scenario with a number of “favourable” features [see also Wu,

2018]. These not only reduce the theoretical uncertainties regarding tidal

dissipation that are inherent in the theory, but also may help reconcile

some of the discrepancies between observations and predictions of LK mi-

gration. Chaotic tides drastically reduce the amount of time that a gas gi-

ant spends at high eccentricity. This could explain the lack of observations

of super-eccentric gas giants [Dawson et al., 2015]. In addition, chaotic

tides quickly decouple a gas giant experiencing LK oscillations from the

stellar perturber. This allows planets at larger pericentre distances to mi-

grate within the lifetime of their host stars, provided the planets’ tidal lag

times, ∆tL, are at least comparable to Jupiter’s. In this way, chaotic tidal

migration naturally produces a period distribution with a longer tail. In-

deed, HJs beyond the 3-day pile-up are observed but difficult to explain

with standard high-e migration scenarios.

Although chaotic tides increase the HJ yield from LK migration in stellar
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binaries, particularly for low-mass planets, we should not expect this par-

ticular formation channel to account for all HJs. The occurrence rate of HJs

produced by this channel can be computed from

RHJ = Fb × Fp × FHJ, (4.77)

where Fb is the fraction of stars with a binary companion and Fp is the

fraction of solar-type stars with a giant planet at a few au. Assuming Fb ∼

50% [Raghavan et al., 2010, Ngo et al., 2015], Fp ∼ 10% (as in ASL16),

and FHJ ∼ 4% from our population synthesis calculation, we obtain an

estimate ofRHJ ∼ 0.2%, which is nearly an order of magnitude smaller than

the observed occurrence rate of 1% [Marcy et al., 2005, Wright et al., 2012,

Fressin et al., 2013]. Thus, LK chaotic tidal migration in stellar binaries can

roughly account for 20 − 30% of the observed HJ population.

However, we expect that many of the “nice” features of chaotic tides may

also apply to other flavours of high-e migration scenarios, such as LK

migration induced by planetary companions and secular chaos in multi-

planet systems. The eccentricity and pericentre ranges of planets that are

susceptible to chaotic tides are set by the boundary for chaotic f-mode

behaviour (see Section 4.2), and do not depend on a specific high-e mi-

gration scenario. Chaotic tides can save a planet from tidal disruption

when the time-scale for energy transfer to the planet’s oscillation mode

is shorter than the time-scale for driving and maintaining the planet’s

high-eccentricity (see Section 4.4.2) – this condition can be satisfied by all

secular eccentricity excitation mechanisms. Indeed, the recent work by

Teyssandier et al. [2019] showed that chaotic tides significantly increase

the HJ formation fraction in the secular-chaos high-e migration scenario.

Overall, chaotic tides boost the importance of high-e migration for the for-
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mation of HJs.

The story of chaotic tidal migration hinges upon the planet’s ability to sur-

vive rapid tidal heating. There is reason to expect that the planet interior

could survive this process [Wu, 2018] if most of the dissipated energy goes

into the outer layers of the planet, which can quickly radiate heat. How-

ever, if the tidal energy is deposited at a larger depth, the planet’s envelope

may expand. Such changes in the structure of the planet would affect the

f-mode frequency and could have a larger influence on the evolution of

the planet’s orbit. A sudden expansion of the planet’s radius may also put

the planet in danger of tidal disruption. Many of the planets that survive

chaotic tidal migration come close to the tidal disruption radius. Expan-

sion of the planet could easily lead to stripping of the outer layers and

initiate mass transfer or mass loss. The effect of mode energy dissipation

on the planetary structure is a very important problem for future study.
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CHAPTER 5

TIDAL EFFECTS IN ECCENTRIC COALESCING NEUTRON STAR

BINARIES

Originally published in:

M. Vick and D.Lai. Tidal Effects in Eccentric Coalescing Neutron Star Binaries.

Phys. Rev. D 100, pp. 063001, 2019. doi: 10.1103/PhysRevD.100.063001

5.1 Introduction

In its first and second observing runs, the LIGO/Virgo collaboration has

detected 10 black hole (BH) binary mergers The LIGO Scientific Collabo-

ration et al. [2018] and one neutron star (NS) binary merger Abbott et al.

[2019]. As LIGO and Virgo improve in sensitivity, they are expected to

detect many more NS binary merger events. The proposed formation

channels for compact object (CO) binary mergers can be divided into two

broad classes: isolated binary evolution and dynamical formation. In the

first, an isolated stellar binary becomes tighter in separation due to drag

forces in the common-envelope phase [e.g. Lipunov et al., 1997, 2017, Pod-

siadlowski et al., 2003, Belczynski et al., 2010, Dominik et al., 2012, 2013,

2015, Belczynski et al., 2016]. CO binaries that form via this pathway are

expected to be circular while emitting gravitational waves (GWs) in the

LIGO band. In the second class, CO binaries form dynamically through

gravitational interactions between multiple stars and COs. For instance,

BH binaries in dense star clusters can become bound and shrink in sepa-

ration due to three-body encounters (e.g. an exchange interaction between

a binary and a CO) and/or secular interactions [e.g. Portegies Zwart and
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McMillan, 2000, Miller and Hamilton, 2002, Wen, 2003, O’Leary et al., 2009,

Miller and Lauburg, 2009, Antonini and Perets, 2012, Rodriguez et al.,

2015, Samsing, 2018]. Another type of dynamical formation occurs in

the galactic field, where CO mergers are induced in hierarchical triple or

quadruple systems Silsbee and Tremaine [2017], Antonini et al. [2017], Liu

and Lai [2018, 2019], Liu et al. [2019]. Intriguingly, some fraction of dy-

namically assembled CO binaries may emit GWs within the LIGO band

while their orbits are still highly eccentric. The formation rate for such bi-

naries is uncertain, but detecting these eccentric systems by LIGO/Virgo

would be of great interest.

The effects of tides on the gravitational waveform of coalescing NS bina-

ries in circular orbits have been studied in many papers [e.g. Kochanek,

1992, Bildsten and Cutler, 1992, Lai et al., 1994b, Lai and Wiseman, 1996,

Baumgarte et al., 1998, Binnington and Poisson, 2009, Damour and Nagar,

2009, Uryū et al., 2009, Penner et al., 2011, Ferrari et al., 2012]; (see Section

I of Xu and Lai [2017] for a short review). Quasi-equilibrium tides (corre-

sponding to the quadrupolar f-mode distortion of the NS) are important

at high frequencies (near binary merger). An analytical expression for the

GW phase shift associated with quasi-equilibrium tides was derived in

Flanagan and Hinderer [2008] (see also Lai et al. [1994a]) and used to ob-

tain constraints on NS tidal deformability from GW170817 Abbott et al.

[2019]. Numerous papers have been written on the nuclear physics impli-

cations of such a constraint (see Tews et al. [2018]). On the other hand,

resonant tides, which occur when the tidal forcing frequency (of order

the orbital frequency) matches an intrinsic NS mode frequency, have also

been explored. The general conclusion is that the phase shifts due to tidal
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resonances are negligible for “canonical” NSs (mass 1.4 M� and radius

10 km), but can be important if the NS has a larger radius (e.g R & 13 km)

Lai [1994], Shibata [1994], Reisenegger and Goldreich [1994], Ho and Lai

[1999], Lai and Wu [2006], Yu and Weinberg [2017a,b], Andersson and Ho

[2018], Xu and Lai [2017], Yang [2019] (see Xu and Lai [2017] for a review).

In this work, we study the effect of dynamical tides on the orbital decay

and the resulting GW signal from an eccentric CO binary with a NS. We

focus on the f-mode oscillation of the NS as other modes (g-modes and

r-modes) couple rather weakly with the tidal potential and produce very

small effects even in resonance with circular orbits (see Xu and Lai [2017]

and references therein). By coupling the f-mode evolution to the post-

Newtonian (PN) orbital evolution, we calculate the effect of tides on the

GW signal as the binary evolves toward merger. Several recent papers

have examined the energy transfer to the f-mode at pericenter passages,

GWs from the excited f-mode, and the corresponding change in the bi-

nary trajectory with varying degree of approximations [Chirenti et al.,

2017, Parisi and Sturani, 2018, Yang et al., 2018, Yang, 2019, see also the

appendix of the present paper]. There have also been several numerical

relativity simulations of the final stages of eccentric NS binary mergers

Gold et al. [2012], East et al. [2012], Chaurasia et al. [2018], Papenfort et al.

[2018]. Our paper instead focuses on how the energy exchange between

the NS f-mode and the orbit affects the phase of the GW signal prior to bi-

nary merger (or NS tidal disruption). We evolve the amplitude of the NS

f-mode as the binary decays and circularizes due to gravitational radiation

from a highly eccentric orbit to one that is moderately eccentric or near cir-

cular. We specifically investigate how tides alter the phase and timing of
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features in the GW signal of an eccentric coalescing NS binary. We study

binaries with a range of initial pericenter separations and eccentricities to

quantify how such dynamical tides affect orbital evolution as a function

of eccentricity.

In Section 5.2, we present our model for evolving the NS f-mode and bi-

nary orbit. In Section 5.3 we discuss the behavior of the mode-orbit cou-

pling in the absence of relativistic effects. In Section 5.4 we present results

of our calculations for binaries with a range of initial pericenter separa-

tions and eccentricities, and we conclude in Section 5.5. The Appendix for

this chapter contains an analytical assessment of the mode-orbit resonance

effect, which we show generally produces a small GW phase shift.

5.2 Equations of Motion Including Dynamical Tides and

GR Effects

The orbit of a NS binary evolves in response to the tides raised on the NS

as well as general relativity (GR). For a binary with a NS (mass M1 and

radius R1) and companion M2 (either another NS or a BH), the Newtonian

gravitational potential produced on M1 by M2 is

U(r, t) = −M2

∑
lm

Wlmrl

D(t)(l+1) e−imΦ(t)Ylm(φ, θ), (5.1)

where r = (r, θ, φ) is the position vector in spherical coordinates with re-

spect to the center of mass of M1, D(t) and Φ(t) are respectively the orbital

separation and true anomaly, and

Wlm =(−1)(l+m)/2
[

4π
2l + 1

(l + m)!(l − m)!
]1/2 [

2l

(
l + m

2

)
!
(
l − m

2

)
!
]−1

. (5.2)
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We adopt units such that G = c = 1 throughout the paper. We will focus on

the dominant quadrupole tides (l = 2), for which W2±2 =
√

3π/10, W2±1 = 0,

and W20 =
√
π/5.

The Lagrangian displacement vector ξ(r, t) denotes the fluid perturbation

on M1 driven by the tidal potential. We can decompose ξ(r, t) into normal

modes ξα(r) ∝ eimφ of frequencies ωα, where α = {nrlm} specifies the mode

index:  ξ

∂ξ/∂t

 =
∑
α

cα(t)

 ξα(r)

−iωαξα(r)

 . (5.3)

A freely oscillating mode has ξ(r, t) ∝ eimφ−iωαt. This decomposition in-

cludes both positive and negative mode frequencies Schenk et al. [2002].

We neglect NS rotation and adopt the convention ωα > 0 such that m > 0

corresponds to prograde modes and m < 0 to retrograde modes. The mode

amplitude cα(t) satisfies

ċα + iωαcα =
iM2WlmQα

2ωαDl+1 e−imΦ, (5.4)

with

Qα ≡

∫
d3x ρξ∗α · ∇(rlYlm). (5.5)

In Eqs. (5.4) and (5.5), ξα is normalized such that 〈ξα, ξα〉 ≡
∫

d3x ρξ∗α ·ξα = 1,

and we have adopted the units G = M1 = R1 = 1 in these equations, so that

Qα is dimensionless Lai and Wu [2006], Fuller and Lai [2012a].

The general relativistic equations of motion of compact binaries in eccen-

tric orbits are rather complicated, and even the notion of eccentricity is

difficult to define in general relativity [e.g. Blanchet, 2014, Loutrel et al.,

2019]. For the purpose of our study, we find it convenient to use the ef-

fective one-body PN equations of motion developed by Lincoln and Will

[1990] (see also Kidder et al. [1993] for discussion). These equations of
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motion contain all PN corrections through (Post)5/2-Newtonian order, in-

cluding effects due to the radiation reaction. We incorporate the tidal effect

in the same way as in Fuller and Lai [2011]. Thus, restricting to the l = 2

modes, the orbital evolution equations are

D̈ =DΦ̇2 −
∑
α

3Mt

D4 W2mQα

(
eimΦcα + c.c.

)
−

Mt

D2

(
1 + APN + A5/2 + BPNḊ + B5/2Ḋ

)
, (5.6)

Φ̈ = −
2ḊΦ̇

D
+

∑
α

im
Mt

D5 W2mQα

(
eimΦcα − c.c.

)
−

Mt

D2

(
BPN + B5/2

)
Φ̇, (5.7)

where the sum over α is restricted to positive mode frequencies (with m =

±2, 0) and Mt = M1 + M2 is the total mass. Throughout this paper, we

use the values ωα = 1.22 (M1/R3
1)1/2 and Qα = 0.56, which correspond the

l = 2 f-mode of a Γ = 2 polytrope (i.e. P ∝ ρΓ). In Eqs. (5.6) and (5.7),

A5/2 and B5/2 represent the leading-order gravitational radiation reaction

forces, and the APN and BPN terms are the non-dissipative first and second-
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order PN corrections. These coefficients are given by

A5/2 = −
8µ
5D

Ḋ
(
18v2 +

2Mt

3D
− 25Ḋ2

)
, (5.8)

B5/2 =
8µ
5D

(
6v2 −

2Mt

D
− 15Ḋ2

)
, (5.9)

APN =(1 + 3η)v2 − 2(2 + η)
Mt

D
−

3
2
ηḊ2

+
3
4

(12 + 29η)
(Mt

D

)2

+ η(3 − 4η)v4

+
15
8
η(1 − 3η)Ḋ4 −

3
2
η(3 − 4η)v2Ḋ2

−
1
2
η(13 − 4η)

Mt

D
v2 − (2 + 25η + 2η2)

Mt

D
Ḋ2, (5.10)

BPN = − 2(2 − η)Ḋ −
1
2

Ḋ
[
η(15 + 4η)v2

−(4 + 41η + 8η2)
Mt

D
− 3η(3 + 2η)Ḋ2

]
, (5.11)

with µ = M1M2/Mt the reduced mass, η = µ/Mt, and v2 = Ḋ2 + (DΦ̇)2.

Note that while Eqs. (5.6) and (5.7) include gravitational radiation associ-

ated with the orbital motion, they do not include gravitational radiation

due to the tidally excited oscillation modes. Incorporating the latter effect

is complicated by the fact that the orbit and modes can radiate coherently

(see Lai [1994] for the circular orbit case where this effect can be included

in an approximate way), and is beyond the scope of this paper. Because

of this, our results in Section 5.4 underestimate the influence of dynamical

tides on the orbital evolution.

The total energy of the system is the sum of the energy in the oscillation

modes and the orbital energy, including the interaction between the modes

and the gravitational potential. The total energy in stellar oscillations is

Emode = 2
∑
α

ω2
α|cα|

2, (5.12)

where the sum is again restricted to positive mode frequencies. The New-
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Figure 5.1: The evolution of the mode energy, Eq. (5.12), orbital energy (∆Eorb =

Eorb − Eorb,0), Eq. (5.13), and total energy (∆Etot = Etot − Etot,0 = Emode + ∆Eorb) in
units where G = M1 = R1 = 1 for a binary with a single NS. We have used a
Γ = 2 polytrope to model the NS with ωα = 1.22 (M1/R3

1)1/2 and Qα = 0.56. The
initial pericenter and eccentricity are Dp,0 = 5.995R1 and e0 = 0.9, correspond-
ing to |∆P̂α| = 1.6 × 10−4 (see Eq. 5.15). This calculation does not include GR
(i.e. A5/2 = B5/2 = APN = BPN = 0). The l = 2, m = (2, 0,−2) f-modes are all
accounted for in the integration. The peaks occur during pericenter passages.
The mode energy away from pericenter undergoes small-amplitude oscillations
over multiple orbits.

tonian expression for the orbital energy is

Eorb = −
µMt

D
+
µ

2

(
Ḋ2 + D2Φ̇2

)
− µMt

∑
α

W2mQα

D3 (eimΦcα + c.c.). (5.13)

When GR effects are neglected (i.e. APN = BPN = A5/2 = B5/2 = 0), the total

energy Etot = Eorb + Emode is conserved.

5.3 Orbit and Mode Evolution without GR

Before studying coalescing binaries using the full equations from Section

5.2, we consider in this section the “mode + orbit” problem without GR
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Figure 5.2: Same as Fig. 5.1, but with an initial pericenter distance of Dp,0 = 6R1

and |∆P̂α| = 1.5 × 10−4. The mode energy (away from the peaks at pericenter
passages) can reach larger values than in Fig. 5.1 due to a resonance between
the mode frequency and the orbital frequency (ωα ' 401Ωorb).

Figure 5.3: Same as Fig. 5.1, but with a smaller initial pericenter distance of
Dp,0 = 3R1 so that |∆P̂α| = 82. The mode energy grows chaotically over many
orbits.
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(i.e. we set APN = BPN = A5/2 = B5/2 = 0). Previous studies of dynamical

tides in a variety of astrophysical situations Mardling [1995a], Lai [1996b],

Ivanov and Papaloizou [2004a], Vick and Lai [2018], Wu [2018], Vick and

Lai [2019a] have demonstrated that the coupled evolution of the eccentric

orbit and tidally driven oscillation modes can yield different behaviors

depending on the binary orbital properties. We briefly discuss how the

binary pericenter distance Dp and eccentricity e affect the interaction be-

tween the orbit and the oscillation modes. For a more thorough analysis,

see Section 2 of Vick and Lai [2018].

For a NS in an eccentric binary, the l = 2 f-mode is excited most strongly

at pericenter, and the mode amplitude changes by the real quantity ∆cα

(see Eq. 10 of Vick and Lai [2018]) during each pericenter passage, trans-

ferring energy and angular momentum between the orbit and the NS f-

mode. When the binary is highly eccentric, the shape of the NS orbit near

pericenter is unchanged over many orbits, and ∆cα remains constant over

multiple pericenter passages. We can relate ∆cα to a change in the mode

energy in the “first” passage (i.e. when there is no pre-existing mode os-

cillation)

∆Emode = 2
∑
α

ω2
α(∆cα)2. (5.14)

As the mode energy changes, so too will the orbital energy, causing a slight

adjustment, |∆P|, in the initial orbital period (initially P0). We define

|∆P̂α| ≡ ωα|∆P| '
3
2
ωαP0

(
∆Emode

|Eorb,0|

)
, (5.15)

where Eorb,0 is the initial orbital energy. Physically, |∆P̂α| is the phase shift in

the mode oscillation due to tidal energy transfer at pericenter. The phase

shift is largest for binaries with strong tidal interactions (small Dp) and

large orbital periods (high e).
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In the absence of mode damping and GR, the properties |∆P̂α| andωαP0 de-

termine the behavior of the “mode + eccentric orbit” system over multiple

orbits. The system exhibits three types of behavior:

1. When |∆P̂α| . 1, the orbit and the f-mode oscillations gently trade a

small amount of energy (of order ∆Emode) back and forth, as shown in

Fig. 5.1.

2. When |∆P̂α| . 1 and ωαP0 = 2πn (with integer n), the mode exhibits

resonant behavior, with the mode energy climbing to Emode � ∆Emode,

but still undergoing oscillations (see Fig. 5.2).

3. When |∆P̂α| & 1, the mode energy grows chaotically and can reach

an appreciable fraction of the NS binding energy (see Fig. 5.3). This

behavior occurs because the pericenter energy transfer changes the

orbital period enough that the phase of the f-mode at pericenter is

nearly random from one orbit to the next. The chaotic mode growth

resembles a diffusive process, except there exists an “upper floor”

that the mode energy can attain. Note that the linear mode treatment

is no longer appropriate when the f-mode energy becomes too large.

A highly eccentric NS binary may pass through the regimes for all three

behaviors — low-amplitude oscillations, resonance, and chaotic growth

— as gravitational radiation shrinks the orbit. However, as we shall see

in Section 5.4 (see also the Appendix), because of the rapid orbital decay,

these behaviors may not manifest as prominently as in the case of non-

dissipative systems.
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5.4 Orbit and Mode Evolution Including GR

We have integrated Eqs. (5.4), (5.6), and (5.7) for coalescing NS binaries on

initially eccentric orbits and compared the results with integrations that

do not include tidal effects [cα(t) = 0]. Our goal is to quantify how tides

affect the orbital evolution of a coalescing NS binary and the resulting

gravitational waveform.

A sample integration is shown in Fig. 5.4 for an equal mass M1 = M2 =

1.4M�, R1 = R2 = 10 km NS binary with initial pericenter distance Dp,0 =

6R1 and initial eccentricity e0 = 0.9. At time t = 0, the NSs are at apocenter

with separation D0 = Dp,0(1 + e0)/(1 − e0), and Eα = 0 for both NSs, i.e,

there is no energy in the f-mode. We define e0 in terms of the ratio of

the initial angular velocity, Φ̇0, to Φ̇circ,0, the angular velocity required to

maintain a circular orbit with radius D0 (in the absence of tidal effects and

gravitational radiation) such that

√
1 − e0 ≡

Φ̇0

Φ̇circ,0
. (5.16)

We obtain Φ̇circ,0 by solving Eq. (5.6) for Φ̇(t = 0) using D(0) = D0 and

Ḋ(0) = D̈(0) = cα(0) = 0. The GW frequency at the initial pericenter passage

is

fp,0 =
1
π

√
Mt(1 + e0)
a0(1 − e0)3 . (5.17)

For our sample system, fp,0 = 575 Hz. We stop the integration when the bi-

nary separation D(t) becomes smaller than 2.5R1. The time when a system

reaches this criterion is labeled tmerg.

Comparison of the calculations with and without tides reveals that tides

typically speed up the binary coalescence (see Fig. 5.4). The difference in
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Figure 5.4: An example of how f-mode oscillations alter the orbital evolution of
a coalescing, eccentric NS binary with M1 = M2 = 1.4M� and R1 = R2 = 10 km.
The NSs are modeled as Γ = 2 polytropes. This system has initial eccentricity
e0 = 0.9 and pericenter distance Dp,0 = 6R1, corresponding to a GW pericenter
frequency of fp,0 = 575 Hz. The solid blue lines in the top two panels show
the binary separation and orbital phase (true anomaly) including tidal effects,
while the dashed red lines show the same without tides. The blue (red) circles
and triangles mark the times of apocenter and pericenter. The quantity ∆t(Np)
is defined as the difference in the timing of a pericenter passage for calculations
with and without tides, where Np is the number of pericenter passages prior to
merger, i.e. the example in the top panel shows ∆t(Np = 1). The third panel
shows ∆Φ, the difference in the orbital phase for calculations with and without
dynamical tides (see Eq. 5.18). The bottom panel shows the evolution of the
mode energies; the m = 2 (prograde) mode dominates.
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Figure 5.5: The gravitational waveform (Eq. 5.23) that corresponds to the orbital
evolution shown in Fig. 5.4. The amplitude is scaled by (R1/d), with d the dis-
tance to the system. The bottom panel shows the difference in the phase of the
GWs, ∆Ψ(t), for a calculation with dynamical tides and one without (Eq. 5.24).

158



Figure 5.6: Cumulative time advance due to dynamical tides [see the top panel
of Fig. 5.4 for the definition of ∆t(Np), where Np is the number of pericenter
passages prior to merger] as a function of the number of orbits for equal mass
NS binaries with an initial pericenter distance of Dp,0 = 5R1 in the left panel and
Dp,0 = 6R1 in the right panel.
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Figure 5.7: Cumulative GW phase difference between a calculation with dy-
namical tides and without at tmerg (the time when D = 2.5R1) as a function of ini-
tial eccentricity e0 for two different values of the initial pericenter distance (see
Fig. 5.5). The two dashed lines show the result for circular orbits (see Eq. 5.26).

phase traversed before merger (related to the number of orbits completed

between t = 0 and t = tmerg) is

∆Φ(t) = ΦNtide(t) − Φtide(t), (5.18)

where Φtide(t) [ΦNtide] is the orbital phase at time t for a calculation that in-

cludes [does not include] tidal effects. For the example depicted in Fig. 5.4,

we see that ∆Φ reaches 4 radians, mostly accumulated in the last ∼ 10 ms

prior to merger. The mode energy (Eq. 5.12) approaches ∼ 10−3 of the NS

binding energy (M2
1/R1) and is dominated by the m = 2 prograde mode.

To understand how tidal effects influence the GW signal, we calculate the

waveform assuming that the binary is “face-on.” The components of the

strain, h+ and h×, are given by

h+ =
1
d

(Ïxx − Ïyy), h× =
2
d

Ïxy, (5.19)

where Ixx, Iyy, and Ixy are components of the quadrupole moment tensor
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Figure 5.8: The upper panel is the same as in Fig. 5.7 with the orbital phase
rather than the gravitational phase. The lower panels show the final few orbits
for calculations with (blue solid lines) and without (red dashed lines) dynamical
tides for binaries with Dp,0 = 5.0R1 and values of e0 that maximize (b. and c.) or
minimize (d., e., and f.) ∆Φmerg. The dotted green circles indicate D = 2.5R1.
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(the xy coordinates are defined in the orbital plane), and d is the distance

to the system. Neglecting the quadrupole moment contributions from the

oscillation modes, we have

Ixx = µD2 cos2 Φ, Iyy = µD2 sin2 Φ, Ixy = 2µD2 sin 2Φ. (5.20)

The waveform is given by

h+ =
2µ
d

(
Ḋ2 cos 2Φ + DD̈ cos 2Φ − 4DḊΦ̇ sin 2Φ

−2D2Φ̇2 cos 2Φ − D2Φ̈ sin 2Φ
)
, (5.21)

h× =
2µ
d

(
Ḋ2 sin 2Φ + DD̈ sin 2Φ + 4DḊΦ̇ cos 2Φ

−2D2Φ̇2 sin 2Φ + D2Φ̈ cos 2Φ
)
. (5.22)

We can combine h+ and h× to form a complex strain with amplitude A and

phase Ψ,

Ae−iΨ(t) = h+ − ih×. (5.23)

Figure 5.5 shows the waveform that corresponds to the orbital evolution

depicted in Fig. 5.4. The bottom panel shows the phase difference due to

dynamical tides:

∆Ψ(t) = ΨNtide(t) − Ψtide(t). (5.24)

Note that ∆Ψ(t) ∼ 2∆Φ(t), as one would expect from the form of Eqs. (5.21)

and (5.22). The spikes in ∆Ψ(t) occur as the system passes through peri-

center. In the final stages of orbital decay and circularization, ∆Ψ quickly

climbs. We label the value of ∆Ψ when D = 2.5R1 as ∆Ψmerg (see the bottom

panel of Fig. 5.5).

Because the orbit is initially very eccentric, the orbital frequency sweeps

through many (of order 10’s of) resonances with the f-mode throughout

orbital decay. The resonances occur when ωα = nΩorb for integer n (see
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Section 5.3). However, because of the rapid orbital decay and the large

n values involved, we do not see discrete resonant excitation of the mode

amplitude (see Appendix). The orbital phase Φ does not suddenly increase

when ωα = nΩorb
1.

We now quantify how the tidal effects on the waveform depend on e0 and

Dp,0. Fig. 5.6 shows ∆t(Np) (see the top panel of Fig. 5.4) as a function of the

number of pericenter passages prior to merger, Np, for two different values

of Dp,0 and a handful of values for e0. In general, a large value of e0 can

produce the largest timing shift for a given Dp,0. For some values of e0, ∆t

is negative, corresponding to a binary where the pericenter passage occurs

closer to merger when tides are considered (see below). For a smaller Dp,0,

the time advance can accumulate in fewer orbits. For example, for Dp,0 =

5R1 and e0 = 0.95, ∆t can reach 80 ms in seven orbits, while for the same e0

and Dp = 6R1, more than sixteen orbits are required to reach the same ∆t.

We can also examine how the cumulative phase shift just before merger

∆Ψmerg (see Fig. 5.5, lower panel) varies as a function of the initial eccen-

tricity e0. While ∆t(Np) mainly captures the effect of tides on orbital preces-

sion, ∆Ψmerg is a combination of the tidal influence on both the precession

rate and the orbital decay rate. Fig. 5.7 shows that the excitation of the

f-mode has the largest effect on systems that are highly eccentric and have

small pericenter distances.

Note that systems with larger e0 do not fully circularize before D = 2.5R1.

As a result, ∆Ψmerg has a significant dependence on the orbital phase at

merger. This effect is visible in the large oscillations in ∆Ψmerg as a function

of e0. Fig. 5.8 depicts the orbit calculations for systems at the extrema of
1This behavior is different from the circular orbit case, where resonance with a low-frequency

g-mode or r-mode occurs when ωα = 2Ωorb (see Xu and Lai [2017] and references therein).
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the ∆Φmerg vs. e0 curve to illustrate the reason for these oscillations. In gen-

eral, dynamical tides remove energy from the binary orbit and enhance

the rate of orbital decay. For a given Φ(t), the orbit-averaged separation (a

similar concept to the semi-major axis) is always smaller for a calculation

that includes dynamical tides than for one that does not. This is clearest in

the circular case [see panel (a) of Fig. 5.8], where the binary separation is

always slightly smaller in the calculation that includes tides. For eccentric

binaries, the binary separation at merger (D = 2.5R1) can be significantly

different from the orbit-averaged separation. Some binaries meet the con-

dition for merger at pericenter and merge early at smaller Φ(t) and wider

orbit-averaged separations than 2.5R1. Others meet the merger condition

at apocenter and merge late at larger Φ(t). The maxima (minima) in the

oscillations of ∆Φmerg vs. e0 occur when the calculation with tides results in

merger at a relatively wide (tight) orbit while the calculation without tides

leads to a merger at a tighter (wider) orbit. Panels (b) and (c) of Fig. 5.8

show calculations where ∆Φmerg is maximized. Note that the final orbit

with dynamical tides (blue solid line) is wider than the final orbit without

dynamical tides (red dashed line) in these panels. Panels (d), (e), and (f)

correspond to binaries where ∆Φmerg is negative. For these systems, the

final orbits are significantly wider for the calculations without dynamical

tides than for those with tides included.

For small e0, we can compare our ∆Ψmerg with the analytical result of the

GW phase shift due to tides. From Eq. (66) of Lai et al. [1994b], the GW

phase shift due to the tidal distortion of M1 (induced by M2) as the binary

decays from a semi-major axis of ai to a f is

∆Ψ =
3
16
κnqn

R5
1

M2
1 M1/2

t

(
a−5/2

f − a−5/2
i

) (39
4

+
Mt

M2

)
, (5.25)
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where qn = (1 − n/5)κn, and κn is defined in Eq. (8) of Lai et al. [1994b] 2.

For a Γ = 2 polytrope, qn = 4κn/5 and κn = 0.66. The term proportional

to (Mt/M2) in Eq. (5.25) is due to the gravitational emission of the tidally

forced f-mode. Our calculations do not account for this effect. Thus, for

comparison with our numerical results, we use

∆Ψ′ =
117
64

κnqn
R5

1

M2
1 M1/2

t

(
a−5/2

f − a−5/2
i

)
, (5.26)

which does not include GW emission associated with the mode. From

Fig. 5.7, our results for small e0 are in agreement with the predicted value

of ∆Ψmerg from Eq. (5.26). Note that, using Eq. 64 of Lai et al. [1994b],

Ωorb =

(Mt

a3

)1/2 [
1 +

9
4
κnqnM2

M1

(R1

a

)5]
, (5.27)

Eq. (5.25) is equivalent to

dΨ

d ln f
=

dΨNtide

d ln f

[
1 − 3κnqn

(R1

a

)5 (
11M2

M1
+

Mt

M1

)]
, (5.28)

where dΨNtide/d ln f corresponds to the GW phase evolution without tidal

effects. Equation (5.28) is the same as the expression derived in Flanagan

and Hinderer [2008].

We have only presented results for an equal mass NS-NS binary, where

tidal effects in both bodies contribute to the GW phase shift. In a NS-BH

binary only the NS tidal response affects the GW phase shift. A NS-BH

binary will have a larger mass ratio than a NS-NS binary. From Eq. (5.26),

the GW phase shift from a coalescing circular binary is smaller for a system

with a larger mass ratio. We expect that ∆Ψmerg for a NS-BH binary will

exhibit similar oscillations with the initial orbital eccentricity as in Fig. 5.7,

but with smaller amplitude and about a smaller value of ∆Φ(tmerg).

2The usual tidal Love number is given by k2 = (3/2)κnqn.
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5.5 Discussion

We have demonstrated that dynamical tides (i.e. tidal excitations of NS

f-modes) can have a significant effect on the orbits and therefore the GW

signals from eccentric CO binaries with at least one NS. We have devel-

oped a model that couples the evolution of the NS f-mode with 2.5PN

orbital evolution to track changes in the “f-mode+eccentric orbit” system

as the orbit circularizes and moves toward coalescence. This model can be

readily applied to a NS-NS binary or a BH-NS binary. The primary differ-

ence between the two types of binaries In general, the transfer of energy

from the orbit to the f-mode speeds up the orbital decay and advances the

phase of the GW signal. We have used our model to quantify how the f-

mode excitation affects the timing of peaks in the GW signal as the binary

moves toward coalescence for systems with a range of initial pericenter

distances and eccentricities. We have found that systems with large ec-

centricities (for a given pericenter) may experience GW phase shifts due

to tides that are nearly an order of magnitude larger than the phase shift

produced by a circular merger (see Fig. 5.7).

Although the event rate of eccentric CO binary mergers with a NS is

highly uncertain, such systems could offer a wealth of information on the

equation of state of NSs. Observing these systems is complicated by fact

that quasi-circular waveform templates cannot efficiently extract the in-

spiral of a highly eccentric CO binary Brown and Zimmerman [2010]. A

matched-filtering search would require a reliable calculation of the GW

signal throughout inspiral, merger, and ringdown. Alternative search

methods have been developed in Coughlin et al. [2015], Tiwari et al. [2016],

Lower et al. [2018]. Eccentric NS binary coalescence may be observable
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with third generation detectors Papenfort et al. [2018], Chaurasia et al.

[2018]. With some refinements, our model could be used to predict the tim-

ing of pericenter passages in eccentric NS binaries. To do this, our model

would need to be modified to include the effects of NS spin, f-mode damp-

ing due to gravitational emission, and most importantly higher order PN

effects. In particular, gravitational radiation associated with the tidally ex-

cited f-mode is coherent with the orbit, and can lead to a GW phase shift

that is comparable to that from f-mode excitation (as computed in this pa-

per). Therefore, our results provide a minimum expected phase shift due

to dynamical tides in eccentric NS binaries.
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CHAPTER 6

TIDAL EVOLUTION OF ECCENTRIC BINARIES DRIVEN BY

CONVECTIVE TURBULENT VISCOSITY

Accepted for Publication in:

M. Vick and D.Lai. Tidal Evolution of Eccentric Binaries Driven by Convective

Turbulent Viscosity. MNRAS, 2020.

6.1 Introduction

Tidal dissipation shapes a variety of astrophysical binaries, causing spin

synchronization of the two bodies as well as orbital decay and circular-

ization. For example, the evolution of a stellar binary toward a common

envelope episode (CEE) is affected by tides. A CEE occurs when a bi-

nary system shares a gaseous envelope. The embedded system experi-

ences drag forces that tighten the binary orbit [e.g. Paczynski, 1976, van

den Heuvel, 1976]. Many astronomical transients are believed to originate

from systems that have experienced a CEE [Belczynski et al., 2002a, Do-

minik et al., 2012, Belczynski et al., 2018]. Some transients may be directly

associated with a CEE, e.g., recent work has suggested that luminous red

novae may be caused by the ejection of a common envelope [Ivanova et al.,

2013, MacLeod et al., 2017, Blagorodnova et al., 2017]. A CEE can also

account for the formation of compact double neutron star or black hole

binaries, whose ultimate coalescence is detectable with LIGO/Virgo [e.g.

Bhattacharya and van den Heuvel, 1991, Belczynski et al., 2002b, Tauris

and van den Heuvel, 2006, Dominik et al., 2012, Vigna-Gómez et al., 2018].

In many cases, the onset and outcome of a CEE may depend on the orbital
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configuration of the binary when one component, a compact star, makes

contact with the expanded convective envelope of the other component,

a giant star. Because the pre-CEE binary can have a rather eccentric orbit,

the strength of tidal dissipation in the convective envelope compared with

the timescale for radius expansion of the giant star determines the orbit of

the binary at the start of a CEE.

Tidal dissipation in a convective envelope can be also be important in bi-

naries containing solar-type stars. Previous works have studied and com-

pared different dissipation mechanisms within these stars. In the convec-

tive envelope, fundamental and inertial oscillation modes dissipate due

to turbulent viscosity, while radiative diffusion operates in the stellar in-

terior [e.g. Zahn, 1977, Goodman and Oh, 1997, Goodman and Dickson,

1998, Savonije and Witte, 2002, Ogilvie and Lin, 2007]. In some cases, in-

ternal gravity waves excited at the radiative-convective boundary grow in

amplitude as they travel toward the center until non-linear wave-breaking

dissipates the energy and angular momentum in the wave [Goodman and

Dickson, 1998, Barker and Ogilvie, 2010, 2011, Chernov et al., 2013, Ivanov

et al., 2013, Bolmont and Mathis, 2016, Weinberg et al., 2017, Sun et al.,

2018]. This effect can drive rapid orbital decay. However, when the inter-

nal gravity waves do not achieve nonlinearity, turbulent viscosity in the

convective envelope is often the dominant mechanism of tidal dissipation.

A large body of work has studied the dissipation of equilibrium tides in

the convective envelope of a star. An analytical treatment was first de-

veloped by Zahn [1977], using an eddy viscosity ν0 ∼ vHl/3, where l ∼ H

is the length-scale of the largest convective eddies and vH ∼ (F/ρ)1/3 is

the convective velocity on scale H (H is the pressure scale height, F the
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convective flux, and ρ the density). However, when the timescale of tidal

forcing is shorter than the eddy turnover time, τeddy = H/vH, convective ed-

dies cannot efficiently transport energy and momentum. Zahn [1989] pro-

posed that, in this case, the viscosity should be reduced by a linear factor

of (ωτeddy)−1, where ω is the tidal forcing frequency. In contrast, Goldreich

and Nicholson [1977] suggested that the viscosity reduction should scale

with (ωτeddy)−2. Recently, numerical and analytical studies have supported

a quadratic reduction factor [Penev and Sasselov, 2011, Penev et al., 2011,

Ogilvie and Lesur, 2012, Duguid et al., 2019]. A few have even discovered

negative viscosities at high forcing frequencies [Ogilvie and Lesur, 2012,

Duguid et al., 2019].

While many previous studies have explored the effect of convective vis-

cous dissipation on binaries in circular orbits, very few have considered

the effect of frequency dependent viscosity reduction for highly eccentric

binaries. A star on an eccentric orbit experiences multiple tidal forcing

frequencies; the more eccentric the orbit, the wider the tidal frequency

spectrum becomes. Ivanov and Papaloizou [2004b] studied how differ-

ent prescriptions for viscosity reduction affect the orbital evolution of a

binary with a fully convective primary (e.g. a low-mass star or planet).

They found that when the viscosity reduction scales more steeply than

(ωτeddy)−1, the orbital evolution of the system can change drastically.

In this paper, we study the effects of tidal dissipation due to convective

turbulent viscosity in an eccentric binary. We consider both giant branch

(GB) stars and solar-type stars, although our method can be applied to

other types of stars with convective envelopes. In Section 6.2, we develop

a general formalism for tidal evolution in an eccentric binary, accounting
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for frequency dependent damping of tidally excited oscillations. We relate

this formalism to the standard weak friction treatment of the equilibrium

tide [Darwin, 1880, Alexander, 1973, Hut, 1981]. In Section 6.3 we intro-

duce two stellar models (a GB model and a solar-type model) and discuss

the effects of frequency dependent viscosity reduction in both. In Sec-

tion 6.4 we present results for the tidal energy and angular momentum

transfer rates for both stellar models as a function of the binary orbital pa-

rameters. In Section 6.5 we discuss an alternative (and simpler) calculation

of the transfer rates in the case of highly eccentric (& 0.8) binaries before

concluding in Section 6.6.

6.2 Tides and Dissipation in Eccentric Binaries: General

Formalism

Consider a primary star with mass M1 and radius R1 in an orbit with semi-

major axis a and eccentricity e about a secondary star, M2. We study tidal

dissipation in the convective envelope of the primary, neglecting the tide

in the secondary.

In an inertial frame, the quadrupolar (l = 2) tidal potential produced by

M2 is

U(r, t) = −GM2

∑
m

W2mr2

D3 e−imΦ(t)Y2m(θ, φi), (6.1)

where r = (r, θ, φi = φ + Ωst) is the position vector in spherical coordi-

nates relative to the center of mass of of the primary star, and the angle

φ is measured in the rotating frame of M1, which rotates with frequency

Ωs. Throughout this paper, we assume that the spin axis of the star is
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aligned with the orbital angular momentum axis [see, e.g., Lai and Wu,

2006, for the gravitational potential of M2 if the spin axis and orbital axis

are misaligned.] The time-varying binary separation is D(t), and Φ(t) is

the orbital true anomaly. Only the m = 0,±2 terms are nonzero, with

W20 =
√
π/5 and W2±2 =

√
3π/10. The potential can be decomposed into

terms with frequencies that are integer multiples of the orbital frequency,

Ω = [G(M1 + M2)a−3]1/2. In the rotating frame of the primary, we have

U(r, t) = −
∑

m

∞∑
N=−∞

UNmr2Y2m(θ, φ)e−iωNmt, (6.2)

where

UNm ≡
GM2

a3 W2mFNm, (6.3)

ωNm ≡ NΩ − mΩs, (6.4)

with FNm defined by the expansion( a
D

)3
e−imΦ(t) =

∞∑
N=−∞

FNme−iNΩt, (6.5)

and given by

FNm =
1
π

∫ π

0
dΨ

cos[N(Ψ − e sin Ψ) − mΦ(t)]
(1 − e cos Ψ)2 , (6.6)

where Ψ is the eccentric anomaly.

The linear response of M1 is specified by the Lagrangian displacement vec-

tor, ξ(r, t), which satisfies the equation of motion

∂2ξ

∂t2 + 2Ωs ×
∂ξ

∂t
+ C · ξ = −∇U, (6.7)

in the rotating frame of the primary, where C is a self-adjoint operator

that contains the restoring forces acting on the perturbation. We can de-

compose the Lagrangian displacement into a sum of eigenmodes ξα(r) of
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frequency ωα (where α specifies the mode indices, which include the de-

gree, l, and azimuthal index, m) such that [Schenk et al., 2002, Lai and Wu,

2006]  ξ∂ξ/∂t

 =
∑
α

cα(t)

 ξα(r)

−iωαξα(r)

 , (6.8)

where ωα is the mode frequency in the rotating frame. Note that the above

decomposition includes both positive and negative mode frequencies. We

adopt the convention that the eigenmode oscillation has the form ξ(r, t) ∝

eimφ−iωαt such that positive ωα/m corresponds to a prograde mode. We use

the normalization

〈ξα, ξα〉 ≡

∫
d3xρξ∗α · ξα = M1R2

1, (6.9)

where ρ is the stellar density profile. With this phase space expansion, the

modes satisfy the orthogonality relation 〈ξα, 2iΩs×ξβ〉+(ωα+ωβ)〈ξα, ξβ〉 = 0

for α , β. We define

cα(t) =

∞∑
N=−∞

cαN(t), (6.10)

and find [Lai and Wu, 2006, Fuller and Lai, 2012a]

ċαN + [iωα + Γα(ωNm)] cαN = i
UNmQα

2εα
e−iωNmt, (6.11)

where we have used

Qα = 〈ξα,∇(r2Ylm)〉, (6.12)

εα = ωα + 〈ξα, iΩs × ξα〉. (6.13)

To the first order in the stellar rotation rate, εα is the eigenfrequency of a

mode in the absence of rotation, provided Ωs � |ωα|. The damping rate of

the forced oscillation of mode α at the forcing frequency ωNm is denoted by
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Γα(ωNm). The solution to equation (6.11) is

cαN(t) =
UNmQα

2εα

e−iωNmt

[ωα − ωNm − iΓα(ωNm)]
, (6.14)

On timescales much longer than the orbital period, the energy dissipation

rate in the rotating frame is given by the sum over the response to multiple

forcing frequencies for oscillation modes, i.e,

Ė =
∑
αN

ĖαN . (6.15)

In this paper, we consider tidal dissipation due to viscosity in the stellar

convection zone (see Section 6.3). For slow rotation (Ωs � |ωα|), the oscil-

lation eigenmode is given by

ξα(r) = ξαr(r)Ylm(θ, φ)er + ξαh(r)r∇Ylm(θ, φ), (6.16)

where ξαr and ξαh are the radial and horizontal components of ξα(r). The

viscous dissipation rate of mode α, oscillating at the forcing frequency ωNm

with amplitude cαN is [see equation (5) of Sun et al. [2018]]

ĖαN =
1
2
ω2

Nm|cαN |
2

×

∫ R1

rconv

dr r2ρν

4 (
dξαr

dr

)2

+ 2l(l + 1)
(
dξαh

dr
+
ξαr

r
−
ξαh

r

)2

+ 2
(
l(l + 1)

ξαh

r
− 2

ξαr

r

)2]
, (6.17)

where rconv is the inner edge of the convective envelope, and ν is the

isotropic kinematic viscosity. Equation (6.17) assumes that the flow is ap-

proximately incompressible. We define the damping rate γα(ωNm) as a re-

lationship between ĖαN and the kinetic energy of the mode such that

ĖαN = 2γα(ωNm)〈ξ̇αN , ξ̇αN〉 = 2γα(ωNm)ω2
Nm|cαN |

2M1R2
1, (6.18)
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with ξαN(r, t) ≡ cαN(t)ξα(r). Thus,

γα(ωNm) ≡
1
4

∫ R1

rconv

dr r2ρν

4 (
dξαr

dr

)2

+ 2l(l + 1)
(
dξαh

dr
+
ξαr

r
−
ξαh

r

)2

+ 2
(
l(l + 1)

ξαh

r
− 2

ξαr

r

)2]
. (6.19)

The relationship between the two damping rates, Γα(ωNm) = ωNmγα(ωNm)/εα,

is discussed in the Appendix. The total energy dissipation rate in the ro-

tating frame is then given by the sum

Ė =
GM2

2R5
1

2a6

∑
αN

(
Qα

ε̄α

)2 γα(ωNm)(W2mFNm)2ω2
Nm

(ωα − ωNm)2 + Γ2
α(ωNm)

. (6.20)

In the above expression, Qα and ε̄α = εα(GM1/R3
1)−1/2 are dimensionless (i.e.

they are in units where G = M1 = R1 = 1). Note that if we restrict to

modes with positive ωα in the sum, we can combine terms with ωα,m,N

and −ω−α,−m,−N. The result is to multiply equation (6.20) by a factor of

2. We can calculate the tidal torque on the primary, T =
∑
αN TαN using the

relationship

TαN =
mĖαN

ωNm
. (6.21)

Then,

T =
∑
αN

TαN = T0

∑
α′N

(
Qα

ε̄α

)2 mγα(ωNm)(W2mFNm)2ωNm

(ωα − ωNm)2 + Γ2
α(ωNm)

, (6.22)

where

T0 ≡
GM2

2R5
1

a6 , (6.23)

and
∑
α′ implies that the sum is restricted to modes with ωα > 0. The tidal

energy transfer rate from the orbit to the primary in the inertial frame, Ėin,

is related to Ė and T via

Ėin = Ė + ΩsT. (6.24)
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From equations (6.20)-(6.24), we find

Ėin = T0Ω
∑
α′N

(
Qα

ε̄α

)2 Nγα(ωNm)(W2mFNm)2ωNm

(ωα − ωNm)2 + Γ2
α(ωNm)

. (6.25)

Together, equations (6.22) and (6.25) govern the spin and orbital evolution

of the binary (see Section 6.2.2). 1

6.2.1 The Slow-Rotation and Weak Friction Limits

In the limit Ωs � ωα, ωα ' ω−α ' εα ' ε−α. Assuming ωα � |ωNm| and

ωα � Γα(ωNm), equations (6.22) and (6.25) can be simplified to

T ' T0

∑
α′N

(
Qα

ω̄α

)2 mγα(ωNm)(W2mFNm)2ωNm

ω2
α

, (6.26)

Ėin ' T0Ω
∑
α′N

(
Qα

ω̄α

)2 Nγα(ωNm)(W2mFNm)2ωNm

ω2
α

. (6.27)

In the weak friction approximation [Darwin, 1880, Alexander, 1973, Hut,

1981], the damping rate γα(ωNm) = γα is assumed to have no frequency

dependence, and we expect equations (6.26) and (6.27) to reduce to the

standard result from, e.g. Alexander [1973], Hut [1981]. To see this, we first

identify the tidal Love number and lag time. The complex Love number

associated with each forcing term (Nm) is

k̃2(ωNm) =
[δΦ(r, t)]Nm

[U(r, t)]Nm

∣∣∣∣∣
r=R1

, (6.28)

where δΦ(r, t) is the potential from the perturbed density in the primary

star. Using,

[δΦ(r, t)]Nm =
∑
α

cαN(t)δΦα(r), (6.29)

1The derivation of equations (6.22) and (6.25) for the tidal torque and energy transfer rate
differs from Ivanov and Papaloizou [2004b] in that we use a mode decomposition (equation 6.8)
that is rigorously valid for rotating stars.
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with the expansion in spherical harmonics (limited to l = 2)

δΦα(r)|r=R1
= −

4π
5

GM1

R1
QαY2m(θ, φ), (6.30)

we find that, for an f-mode oscillation in a slowly rotating body, the real

part of the tidal Love number is

k2 '
4π
5

(
Qf

ω̄f

)2

, (6.31)

where Qf and ω̄f = ωf(GM1/R3
1)−1/2 are the overlap integral and eigenfre-

quency of the l = 2 f-mode for a non-rotating body. The tidal lag time can

be defined as

τ ≡
γf

ω2
f

, (6.32)

where γf is the damping rate of the l = 2 f-mode oscillation calculated with

equation (6.19) assuming that the kinematic viscosity is independent of the

forcing frequency. The sum over oscillation modes in equations (6.22) and

(6.25) is restricted to f-modes with m = −2, 0, 2. The tidal torque and energy

transfer rate can then be written as

T = 3T0k2τΩ
∑
Nm

5
12π

m(W2mFNm)2ωNm

Ω
, (6.33)

Ėin = 3T0k2τΩ
2
∑
Nm

5
12π

N(W2mFNm)2ωNm

Ω
. (6.34)

According to equations (22) and (23) of Storch and Lai [2014], we have

∑
Nm

5
12π

m(W2mFNm)2ωNm

Ω
=

1
(1 − e2)6

[
f2 − (1 − e2)3/2 f5

Ωs

Ω

]
(6.35)

∑
Nm

5
12π

N(W2mFNm)2ωNm

Ω
=

1
(1 − e2)15/2

[
f1 − (1 − e2)3/2 f2

Ωs

Ω

]
, (6.36)

where f1, f2, and f5 are functions of eccentricity defined in Hut [1981],
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given by

f1 = 1 +
31
2

e2 +
255
8

e4 +
185
16

e6 +
25
64

e8, (6.37)

f2 = 1 +
15
2

e2 +
45
8

e4 +
5
16

e6, (6.38)

f5 = 1 + 3e2 +
3
8

e4. (6.39)

This verifies that our formulation is equivalent to the weak friction model

under the assumptions of slow rotation and frequency-independent vis-

cous dissipation.

6.2.2 Orbital Evolution

We can combine the angular momentum and energy transfer rates to ob-

tain the orbital evolution of the binary and spin evolution of the primary

star driven by tidal dissipation. The rate of change of the orbital angular

momentum is L̇ = −T , and the orbital energy dissipation rate is Ėorb = −Ėin.

Using L = µΩa2(1 − e2)1/2 and Eorb = −µΩ2a2/2 (with µ the reduced mass of

the binary), we find that

ȧ
a

= −
2

µΩ2a2 Ėin, (6.40)

Ω̇s

Ωs
=

T
I1Ωs

, (6.41)

ė
e

=
1 − e2

e2

1
µΩa2

[
T

(1 − e2)1/2 −
Ėin

Ω

]
, (6.42)

where I1 = kM1R2
1 is the moment of inertia of the primary star.

To facilitate applications to different binary systems, we write T and Ėin in
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the form

T = 3T0k2τ
Ω

(1 − e2)6 FT (e,Ωs/Ω, rp/R1), (6.43)

Ėin = 3T0k2τ
Ω2

(1 − e2)15/2 FE(e,Ωs/Ω, rp/R1), (6.44)

where k2 and τ are given by equations (6.31) and (6.32), rp is the pericentre

distance, and FT and FE are dimensionless functions that depend on e,

Ωs/Ω, rp/R, and the structure of the star. Note that the semi-major axis

evolution depends on FE and the stellar spin on FT . We also define the

quantity

Fecc(e,Ωs/Ω, rp/R1) =
1
9

(1 − e2)
e2

[
FE

(1 − e2)
− FT

]
, (6.45)

which characterizes the eccentricity evolution. In the weak friction limit,

FT = f2 − (1 − e2)3/2 f5
Ωs

Ω
, (6.46)

FE = f1 − (1 − e2)3/2 f2
Ωs

Ω
(6.47)

Fecc = f3 − (1 − e2)3/2 f4
11
18

Ωs

Ω
, (6.48)

where f3 and f4 are functions of the eccentricity defined in Hut [1981] and

given by

f3 = 1 +
15
4

e2 +
15
8

e4 +
5

64
e6 (6.49)

f4 = 1 +
3
2

e2 +
1
8

e4. (6.50)

For general binary systems (when the weak friction theory breaks down),

we continue to use equations (6.43) and (6.44) to parameterize the angular

momentum and energy transfer rates. By comparing equations (6.22) and
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(6.25) to equations (6.43) and (6.44), we find

FT (e,Ωs/Ω, rp/R1) =
5

12π

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 − e2)6

×
∑
Nm

(
Qα

ε̄α

)2 m(W2mFNm)2ωNmγα(ωNm)
(ωα − ωNm)2 + Γ2

α(ωNm)
, (6.51)

FE(e,Ωs/Ω, rp/R1) =
5

12π

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 − e2)15/2

×
∑
Nm

(
Qα

ε̄α

)2 N(W2mFNm)2ωNmγα(ωNm)
(ωα − ωNm)2 + Γ2

α(ωNm)
, (6.52)

Fecc(e,Ωs/Ω, rp/R1) =
5

108π

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 − e2)15/2

e2

×
∑
Nm

(N − m
√

1 − e2

) (
Qα

ε̄α

)2

×
(W2mFNm)2ωNmγα(ωNm)
(ωα − ωNm)2 + Γ2

α(ωNm)

]
. (6.53)

We can now write the the orbital and spin evolution rates as

ȧ
a

= −
6

td(1 − e2)15/2 FE(e,Ωs/Ω, rp/R1), (6.54)

Ω̇s

Ωs
=

3
td(1 − e2)6

(
µa2Ω

I1Ωs

)
FT (e,Ωs/Ω, rp/R1), (6.55)

ė
e

= −
27

td(1 − e2)13/2 Fecc(e,Ωs/Ω, rp/R1), (6.56)

where

t−1
d ≡

T0

µa2 k2τ =

(
M2

M1

) (
M1 + M2

M1

) (R1

a

)8

k2
γf

ω̄2
f

. (6.57)

6.3 Viscous Dissipation in Convective Envelopes and Stel-

lar Models

The damping rate of a forced oscillation mode depends on the convective

viscosity. The standard viscosity prescription is independent of the forcing
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Figure 6.1: The standard (“unsuppressed”) turbulent viscosity ν0 (top panels,
see equation 6.58) and eddy turnover time τeddy = H/vH (bottom panels) in the
convective envelopes of two MESA-generated stellar models. The left panels
show a giant branch star with M1 = 10M� and R1 = 379R�, and the right panels
show a solar-type star. In each panel, the left label shows ν0 and τeddy in dimen-
sionless “stellar” units, while the right label shows the quantities in cgs units.

frequency and given by

ν0 =
1
3

HvH, (6.58)

where H is the pressure scale height, and vH ∼ (F/ρ)1/3 is the convective

velocity with F the convective flux. In Fig. 6.1, we show the viscosity and

eddy turnover time τeddy = H/vH for two MESA-generated stellar models

[Paxton et al., 2011], a 10M� giant branch (GB) star and a solar-type star.

When the eddy turnover time exceeds the tidal forcing period, ∼ |ωNm|
−1,

convective eddies cannot transport momentum efficiently, and the turbu-

lent viscosity is expected to be reduced. The correct prescription for vis-

cosity reduction has been widely discussed in the literature [see Ogilvie,

2014, for a review]. We adopt a quadratic reduction, first suggested by

Goldreich and Nicholson [1989] and confirmed in many recent studies [see
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e.g. Duguid et al. [2019]],

ν =
1
3

HvH[1 + (ωNmτeddy)2]−1. (6.59)

Zahn [1977], Phinney [1992] and Verbunt and Phinney [1995] provided a

simple estimate of the eccentricity circularization rate for nearly circular

binary stars with convective envelopes based on the “unsuppressed” vis-

cosity ν0 (equation 6.58). To estimate the damping rate of the tidally forced

f-mode (i.e. equilibrium tide), we assume ν0 ∼ constant in the convective

envelope. Then the integral in equation (6.19) can be approximated as

γest ∼
Menv

M1

(
ν

H2

)
∼

Menv

M1

(
L

MenvR2
1

)1/3

, (6.60)

where Menv is the mass of the convective region and we have used ν0 ∼

H(F/ρ)1/3 and 4πρH3 ∼ Menv. Using this estimate of the equilibrium tide

dissipation rate, Phinney [1992] gave the following approximation to the

eccentricity damping rate (see Eq. 6.57)

ė
e
≈ −γest

(
M2

M1

) (
M1 + M2

M1

) (R1

a

)8

. (6.61)

In Fig. 6.2, we compare γ(ωNm) calculated with equation (6.19) to γest

for the MESA-generated GB and solar-type stellar models used to pro-

duce Fig. 6.1. We find that γ(ωNm = 0) ∼ γest. In stellar units, γest =

0.024(GM1/R3
1)1/2 for the GB model and γest = 9.5 × 10−6(GM1/R3

1)1/2 for the

solar-type model, corresponding to γest = 0.20 yr−1 and γest = 0.22 yr−1

respectively. The eddy turnover time is generally larger in the solar-type

model, so it is easier for the tidal forcing period to be comparable to τeddy

in the depths of the convective envelope. In consequence, viscosity reduc-

tion can have a very large effect on γ(ωNm) for the solar model, depending

on ωNm, and is less important for the GB model.
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Figure 6.2: The stellar viscous damping rate (see equation 6.19) as a function
of the forcing frequency ωNm for the same MESA GB model (top panel) and
solar model (bottom panel) used in Fig 6.1. The damping rates are scaled to
γest (see equation 6.60). The dashed lines show the results for a standard (“un-
suppressed”) viscosity ν0 (equation 6.58), and the solid line is calculated with a
quadratic viscosity reduction (see equation 6.59).

6.4 Sample Results

We have calculated FT (e,Ωs/Ω, rp/R1) and FE(e,Ωs/Ω, rp/R1) (defined in

equations 6.43 and 6.44, see also equations 6.51-6.53) for the two stellar

models introduced in Section 6.3. These dimensionless angular momen-

tum and energy transfer rates control the synchronization rate of the pri-

mary star and the orbital evolution of the binary (see equations 6.54 - 6.56).

Typically, the timescale for the primary star to reach an equilibrium spin

rate, or pseudosynchronous rate, is shorter than the timescale for orbital

decay and circularization. This is clear from equations (6.54) - (6.56), where

the spin evolution rate is faster than the orbital decay rate by a factor of

order ∼ µa2Ω/IΩs. For an eccentric orbit, the primary star can spin-up to

pseudosynchronous rotation very quickly, and it is safe to assume that the

star is rotating pseudosynchronously throughout orbital decay and circu-

larization.

183



When a star rotates pseudosynchrounously, it experiences no net torque.

Under the weak friction approximation, the dimensionless torque is given

by equation (6.46), so the pseudosynchronous rate is

Ωps =
f2

(1 − e2)3/2 f5
Ω =

f2

(1 + e)2 f5
Ωp, (6.62)

where

Ωp ≡

[
(1 + e)G(M1 + M2)

r3
p

]1/2

= Ω
(1 + e)1/2

(1 − e)3/2 , (6.63)

is the orbit frequency at pericenter [rp = (1 − e)a].

In realistic (MESA) stellar models, we use equation (6.51) to compute FT

for both the standard viscosity (equation 6.58) and the reduced viscosity

(equation 6.59). Figure 6.3 displays the results for the GB stellar model and

Fig. 6.4 for the solar model. Equilibrium spin (pseudosynchronous rota-

tion) corresponds to FT = 0. For the GB model, the pseudosynchronous

value of Ωs can be nearly a factor of two larger than the predicted Ωps from

weak friction theory (equation 6.62). Additionally, FT can be zero for mul-

tiple rotation rates, allowing for multiple spin equilibria (though not all of

these are stable). This behavior was also noted and discussed in Storch and

Lai [2014]. For the GB stellar model, the two viscosity prescriptions yield

similar order of magnitudes for the values of FT . This is unsurprising as

the eddy timescale τeddy is generally short throughout the convective en-

velope of the GB star, and the viscosity is never significantly reduced (see

Fig. 6.2).

For the solar-type stellar model, the result of FT with the reduced viscosity

prescription is very different from either the weak friction approximation

or the calculation that assumes standard (frequency-independent) viscos-

ity (see Fig. 6.4). In general, |FT | is 1-2 orders of magnitude smaller for
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the reduced viscosity than for the standard viscosity. Additionally, FT can

cross zero for slower rotation rates of nearly half of Ωps (equation 6.62)

when the viscosity is reduced.

The functions FE and Fecc determine the orbital decay and circularization

rates of the binary. Figure 6.5 displays FE (left column) and Fecc (right col-

umn) as a function of pericentre distance for the GB stellar model given

a rotation rate of Ωs = 0.75Ωp, slightly below Ωps. Each row corresponds

to a different orbital eccentricity. The functions FE(rp/R1) and Fecc(rp/R1)

have strong peaks that correspond to resonances between the mode fre-

quencies, ωα, and the forcing frequencies, ωNm. For higher eccentricities

(e & 0.8), FNm can be appreciable even for N of a few times larger than

Ωp/Ω = (1 + e)1/2/(1 − e)3/2. Thus many forcing frequencies contribute sig-

nificantly to FE and Fecc and can dominate the sum near a resonance, as

seen in the bottom row of Fig. 6.5. Importantly, FE and Fecc can be two

orders of magnitude larger than the weak friction results (equations 6.47

and 6.48) for small rp and high e. At larger pericentre distances, FE and Fecc

agree with the weak friction results. For the GB stellar model, the choice of

viscosity prescription does not have a significant effect on the calculated

orbital decay and circularization rates, as expected due to the short eddy

timescale in the convective zone.

Figure 6.6 shows FE(rp/R1) and Fecc(rp/R1) for the GB stellar model, as in

Fig. 6.5, but for a larger spin rate of Ωs = 0.9Ωp. For some combinations of

e and rp, Ωs = 0.9Ωp exceeds the pseudosynchronous rotation rate, giving

rise to orbital expansion (FE < 0, see equation 6.40). As an example, for

e = 0.1 (shown in the upper left panel of Fig. 6.6), FE is negative for rp/R1 &

2.5−3.5 (depending on the viscosity prescription). Otherwise, there are no
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qualitative differences between FE(rp/R1) and Fecc(rp/R1) for Ωs = 0.75Ωp

and Ωs = 0.9Ωp.

The dimensionless orbital decay and circularization rates for the solar-type

stellar model are shown in Fig. 6.7. For standard (frequency-independent)

ν, FE and Fecc can be a few orders of magnitude larger than the weak fric-

tion results for small rp and high e but agree with the weak friction results

at larger rp. Unlike for the GB model, the viscosity prescription dramat-

ically affects the calculated FE and Fecc, evident in all panels of Fig. 6.7.

Convective viscosity is inefficient in circularizing and shrinking the orbit

because the eddy turnover time in the convection envelope is orders of

magnitude longer than the pericentre passage time Ω−1
p . For a solar-type

star, we expect orbital decay via convective dissipation to be a few orders

of magnitude smaller than the weak friction prediction.

6.5 High-Eccentricity Limit: Alternative Calculation of

Tidal Evolution

When the binary orbit is highly eccentric (with (1 − e) � 1), oscillation

modes in the primary star are excited at pericenter and subsequently

damp as the mode oscillates freely throughout the rest of the orbit. In

this regime, it is possible to calculate the tidal evolution in a different way

[cf. Lai, 1997, Fuller and Lai, 2012a, Vick and Lai, 2018].

A key quantity is the tidal energy transfer to a stellar mode (labeled α)

during the “first” pericenter passage (“first” means that there is no prior
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Figure 6.3: FT (e,Ωs/Ω, rp/R1) (equation 6.51) as a function of the rotation rate
Ωs (in units of the pericentre frequency, equation 6.63) for a 10 M� GB stellar
model depicted in Fig. 6.1. Results are shown for four different eccentricities, all
with the same pericentre distance rp = 3R1. The dotted line is the weak friction
result from equation (6.46). The (blue) solid line uses a reduced viscosity (equa-
tion 6.59) while the (red) dashed line uses the standard viscosity (equation 6.58).
Pseudosynchronous rotation corresponds to FT = 0.
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Figure 6.4: Same as Fig. 6.3 but for the solar-type stellar model depicted in
Fig. 6.1.
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Figure 6.5: FE(e,Ωs/Ω, rp/R1) and Fecc(e,Ωs/Ω, rp/R1) (equations 6.52 and 6.53) as
a function of the pericentre distance for the 10 M� GB stellar model depicted
in Fig. 6.1. The stellar spin frequency is chosen to be 0.75Ωp. The four pairs of
panels show results for four eccentricities, as labeled. The dotted black lines cor-
respond to the weak friction results(see equations 6.46 and 6.48). The solid lines
are calculated with the reduced viscosity from equation (6.59) and the dashed
lines with the frequency-independent viscosity from equation (6.58).

oscillation in the star). This can be computed as

∆Ein,α = 2π2 GM2
2R5

1

r6
p

(
σα

εα

)
|QαK2m|

2, (6.64)

with

K2m =
W2m

2π

∫ P/2

−P/2
dt

(rp

D

)3
eiσαt−imΦ(t), (6.65)

where rp = a(1 − e), Qα and εα are given by equations (6.12) and (6.13),

and σα = ωα + mΩs is the mode frequency in the inertial frame. Under
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Figure 6.6: Same as Fig. 6.5 except the stellar spin frequency is chosen to be
0.9Ωp.

the condition that σα/Ωp & a few, the integral K2m can be approximated

with expressions provided in Appendix C of Lai [1997]. Note that equa-

tion (6.64) includes contributions from both the ωα,m and the physically

identical −ω−α,−m terms. The total energy transfer in a single pericen-

tre passage is given by the restricted sum over positive-frequency modes,

∆Ein =
∑
α′ ∆Ein,α.

When the mode damping time Γ−1
α = Γ−1

α (ωα) is less than the orbital period,
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Figure 6.7: Same as Fig. 6.5 but for the solar-type stellar model.

i.e., Γ−1
α . P, the orbital energy decay rate is simply given by

Ėorb ' −
∑
α′

∆Ein,α

P
. (6.66)

On the other hand, when Γ−1
α & P, the orbital decay rate is [Lai, 1997, Vick

and Lai, 2018]

Ėorb = −
∑
α′

Ėin,α ' −2
∑
α′

ΓαEss,α = −2
∑
α′

γα(ωα)
ωα

εα
Ess,α. (6.67)

Note that the mode damping rate Γα = Γα(ωα) is related to γα = γα(ωα) (see

Fig. 6.2) by Γα = ωαγα/εα (see Appendix). The steady-state mode energy
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Ess,α is given by [Lai, 1997, Fuller and Lai, 2012a]

Ess,α =
∆Ein,α

2 [cosh(ΓαP) − cos(σαP)]
. (6.68)

For a single freely oscillating mode, the tidal torque is related to the energy

transfer rate in the inertial frame via

Tα =
m
σα

Ėin,α. (6.69)

For ΓαP � 1 [and thus cosh(ΓαP) ' 1], equation (6.68) implies that a reso-

nance occurs when σαP is an integer multiple of 2π. This resonance con-

dition is the same as ωα = NΩ − mΩs = ωNm (see equations 6.22 and 6.25).

As in Section 6.2, we define the dimensionless torque and energy dissipa-

tion rates FT and FE that are related to T and Ėin by equations (6.43) and

(6.44) respectively. When ΓαP . 1, we have

FT =
5π
6

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 + e)6

∑
α′

(
γαωα

ε2
α

)
m|QαK2m|

2

[cosh(ΓαP) − cos(σαP)]
(6.70)

FE =
5π
6

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 + e)15/2(1 − e)3/2

∑
α′

(
γαωα

ε2
α

) (
σα

Ω

)
|QαK2m|

2

[cosh(ΓαP) − cos(σαP)]
.

(6.71)

When ΓαP & 1, and energy transfer at pericenter is dissipated within a

single orbit, we use

FT =
5
12

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 + e)6

∑
α′

m
(
Ω

εα

)
|QαK2m|

2 (6.72)

FE =
5
12

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 + e)15/2(1 − e)3/2

∑
α′

(
σα

εα

)
|QαK2m|

2. (6.73)

A key assumption of the above formulation of tidal evolution is that the

damping of the free mode oscillations, away from pericentre, dominates

the tidal dissipation rate. This is true at small rp and large eccentricity.

However, as rp increases, damping of forced oscillations during pericentre
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passages becomes important. To illustrate this point, we carry out time-

dependent calculation of the “mode + orbit” system for an equal-mass bi-

nary with a non-rotating solar-type primary star. The secondary is treated

as a point mass. Figure 6.8 shows the evolution of the energy in l = 2

f-mode oscillations, the orbital energy, and the total energy (the sum of

the mode and orbital energies), for (initial) eccentricity e = 0.85 and two

different pericentre distances (rp = 2.5R1 in the left panel and rp = 5.5R1

right panel). The coupled evolution of the mode amplitudes and the or-

bit was executed by combining equation (6.11) of Section 6.2 for the time

evolution of the mode amplitude and equations (6) and (7) of Vick and

Lai [2019a] for the orbital evolution (with all general relativity terms set to

zero). Expressions for the mode energy and orbital energy are provided in

equations (12) and (13) of Vick and Lai [2019a]. For rp = 2.5R1, the binary

is in the regime where the damping of free mode oscillations dominates

the energy dissipation. In the left panel of Fig. 6.8, we see that the total

energy does not change significantly during pericentre passages, and the

mode energy decays as the oscillations damp away from pericentre. In the

right panel, for rp = 5.5R1, the dissipation of forced oscillations at pericen-

tre dominates the energy dissipation, and the total energy of the system

decreases sharply during each pericentre passage.

We can identify the transition between the two dissipation regimes by

comparing ∆Ediss,p, the amount of energy dissipated during a single peri-

centre passage, with ∆Ediss,np, the energy dissipated during the rest of the

orbit. For simplicity, let us assume a single mode is dominant. We can

estimate ∆Ediss,p as γα(Ωp)Ek/Ωp, (see equation D.4), where Ωp is the or-

bital frequency at pericentre (equation 6.63), and Ek is the kinetic energy
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Figure 6.8: The evolution of the mode energy Emode (a sum of the energies in the
l = 2,m = −2, 0, 2 f-modes), orbital energy, ∆Eorb = Eorb − Eorb,0, and total energy
∆Etot = Etot−Etot,0 = Emode+∆Eorb in units where G = M1 = R1 = 1 for a binary with
the solar-type stellar model, a mass ratio of M2/M1 = 1, and an initial eccentricity
e = 0.85. The strong peaks and valleys correspond to pericentre passages. In
the left panel (with the initial pericentre distance rp = 2.5R1), the total energy
changes smoothly, and does not show sudden changes at pericentre; for such
small rp, the dissipation of forced oscillations near pericentre is negligible, and
the mode energy visibly decays throughout the rest of the orbit. In the right
panel (with larger rp = 5.5R1), sharp changes in the total energy at pericentre
account for majority of energy dissipation in the binary.

in the oscillations at pericentre, given by Ek ∼ k2M1(R1εp)2Ω2
p/ω̄

2
f , with

εp = M2R3
1/(M1r3

p). Then,

∆Ediss,p ∼ γα(Ωp)ΩpM1R2
1

(
k2

ω̄2
f

) (
M2

M1

)2 (
R1

rp

)6

. (6.74)

The energy dissipated in a single orbit away from pericentre is

∆Ediss,np ∼ min[1,Γα(ωα)P]∆Ein,α, (6.75)

where we have neglected resonances (which occur at σα = NΩ), and ∆Ein,α

is given by equation (6.64). In Fig. 6.9, we compare equations (6.74) and

(6.75) for both the GB and solar-type stellar models assuming the standard

(frequency-independent) viscosity. We find that Ediss,p & Ediss,np (i.e. tidal

energy dissipation occurs primarily during the pericentre passage) when

rp & 3.7R1 for the GB star and rp & 3R1 for the solar-type star. Therefore,
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Figure 6.9: The energy dissipation in a single orbit near pericentre (equa-
tion 6.74) and over the rest of the orbit (equation 6.75) for a highly eccentric bi-
nary as a function of rp/R1 for the GB stellar model (left panel) and the solar-type
model (right panel) assuming the standard (frequency-independent) viscosity.
The orbital eccentricity is e = 0.85 and the stellar rotation rate is Ωs = 0.75Ωp.

equations (6.70)-(6.73) are only accurate for small rp and we expect devia-

tion from the results of Section 6.4 when rp & 3R1.

In Figs. 6.10 and 6.11, we show the dimensionless energy transfer rate for a

highly eccentric binary (equation 6.71) as a function of rp/R1 and compare

with the general expression from equation (6.52). For the GB model, the

mode damping time, Γ−1, is shorter than the orbital period for the parame-

ters covered in Fig. 6.10 [Γ−1
α = 4.5 yr× (ωα/εα) using the standard viscosity

while the orbital period is P = 12.8 yr × (M1/Mt)1/2(rp/R1)3/2 for the cho-

sen eccentricity of e = 0.85 and total mass Mt = M1 + M2]. Therefore FE

is given by equation (6.73), and the solid lines in the left and right panels

are identical. For rp . 3R1, the general expression for FE (equation 6.52)

agrees with the high-eccentricity calculation (ignoring peaks due to reso-

nances between a mode and a component of the tidal forcing). Note that
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the derivation of equation (6.52) assumes that the mode damping rate is

longer than an orbital period, so the high-eccentricity calculation (equa-

tion 6.73) should be more accurate in this regime. For rp & 3R1, the high-

eccentricity expression no longer agrees with equation (6.52) and the weak

friction result, as expected, because dissipation near the pericentre, where

the oscillation modes are strongly forced, becomes the dominant contrib-

utor to the energy and angular momentum transfer rates.

Figure 6.11 displays FE for the solar-type stellar model. Here, the vis-

cous damping time, Γα(ωα)−1, is much longer than the orbital period

[Γ−1
α = 1.5 yr × (ωα/εα) using the standard viscosity and P = 4.7 × 10−3 yr ×

(M1/Mt)1/2(rp/R1)3/2 for e = 0.85], so equation (6.71) is appropriate for the

high-eccentricity regime. The function FE(rp/R1) has strong peaks that

correspond to resonances between the orbital frequency and the mode

frequency in the inertial frame. From Fig. 6.11, we see that the high-

eccentricity calculation agrees well with the general calculation from equa-

tion (6.52) at small rp for both the standard (left panel) and the reduced

(right panel) viscosity. As with the GB model, the high-eccentricity pre-

scription under-predicts the dissipation rates for larger rp because it does

not include mode damping near the pericentre.

6.6 Summary and Discussion

We have developed a general formalism for calculating the orbital decay

and circularization rates as well as the spin synchronization rate of a star

with a convective envelope in an eccentric binary. Our formalism allows

for frequency-dependent turbulent viscosity reduction, which is impor-
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Figure 6.10: The dimensionless tidal energy transfer rate FE(e,Ωs/Ω, rp/R1)
(equations 6.52) vs the pericentre distance for the 10 M� GB stellar model. The
orbital eccentricity is e = 0.85 and the stellar rotation rate is Ωs = 0.75Ωp. The left
panel is calculated with the standard (frequency-independent) viscosity and the
right panel with the reduced viscosity from equation (6.59). The solid lines are
obtained using the high-eccentricity expression (equations 6.71 and 6.73), and
the dashed green lines are obtained using the general expression (equation 6.52).
The dotted black lines correspond to the weak friction result (equation 6.47).

tant in the convective envelope when the eddy turnover time is longer

than the tidal forcing period. The most general results are summarized

in equations (6.51)-(6.57). In the slow-rotation limit, and assuming that

the mode frequency is much larger than the forcing frequencies, and that

the damping time is independent of the forcing frequency, these general

expressions reduce to the well-known weak friction results.

In Section 6.4, we calculated the dimensionless orbital decay, circulariza-

tion and spin evolution rates for both GB and solar-type stellar models.

We found that the pseudosynchronous rotation rate of the star can be al-

most a factor of two faster than the weak tidal friction prediction for a GB

star (Fig. 6.3) and a factor of a few slower for a solar-type star (Fig. 6.4). We
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Figure 6.11: Same as Fig. 6.10 but for the solar-type stellar model. Note that in
both panels, the high-eccentricity result (equation 6.71) is in near perfect agree-
ment with the general expression (equation 6.52) for small rp.

also found that, at small pericentre distances and high eccentricities, the

orbital decay and circularization rates can be a few orders of magnitude

larger than the prediction from weak tidal friction for an GB star (where

the eddy turnover time is fast enough that viscosity reduction is negligi-

ble) and a few orders of magnitude smaller for a solar-type star due to

viscosity reduction (see Figs. 6.5, 6.6, and 6.7).

Lastly, in Section 6.5 we presented a simpler calculation of the dissipation

rates for highly eccentric orbits that only requires a sum over oscillation

modes (rather than a sum over both the oscillation modes and many forc-

ing frequencies). The key results are summarized in equations (6.70)-(6.73)

(in conjunction with equations 6.43 and 6.44). This approach neglects dis-

sipation near pericenter and is valid for rp . 3R1.

Our results are relevant to understanding populations of binary systems

with evolved stars [e.g. Shporer et al., 2016], and those with solar-type
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stars, such as some of the Kepler Heartbeat stars [Price-Whelan and Good-

man, 2018] and systems containing close-in giant planets. Our general

equations can be used to track the spin and orbital evolution of a star in

a binary system to answer questions such as how often binary systems

will retain eccentricity at the onset of a common envelope phase and to

reassess the importance of turbulent viscosity in the host star in the orbital

decay of a giant planet.

One intriguing behavior that we did not discuss in this paper is resonance-

locking. In this scenario, a system encounters a resonance between the

frequency of a stellar oscillation mode and the orbital frequency. As the

stellar spin and orbit (and perhaps the stellar structure) evolve, the mode

frequency and orbital frequency change in lock-step, maintaining the res-

onance [Witte and Savonije, 1999, Fuller and Lai, 2012a]. Ivanov and Pa-

paloizou [2004b] identified the possibility of a similar behavior where sig-

nificant viscosity reduction in the primary could cause an eccentric binary

to evolve through multiple resonances between the primary star’s rota-

tion rate and the orbital frequency. Orbital decay is significantly enhanced

while a resonance persists (see Figs. 6.5,6.6, and 6.7). In some binary stellar

systems, resonance-locking may set the timescale for orbital decay.
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CHAPTER 7

TIDAL DISSIPATION IMPACT ON THE ECCENTRIC ONSET OF

COMMON ENVELOPE PHASES IN MASSIVE BINARY STAR

SYSTEMS

7.1 Introduction

Common envelope phases occur in binary systems when one star evolves

and grows in radius such that it impinges on the orbit of its companion. As

the two stellar cores become subsumed within a shared envelope, they spi-

ral closer under the influence of drag forces [van den Heuvel, 1976]. Thus,

common envelope phases represent a brief but transformative episode in

the evolution of many binary or multiple stellar systems [see, for exam-

ple, the excellent reviews of Iben and Livio, 1993, Taam and Sandquist,

2000, Ivanova et al., 2013, De Marco and Izzard, 2017]. In transforming

wide binaries into much more compact ones, common envelope phases are

thought to be a crucial element in the assembly of compact binaries that

merge and produce gravitational wave sources [e.g. Taam and Sandquist,

2000, Belczynski et al., 2002b, Kalogera et al., 2007, Belczynski et al., 2008,

Dominik et al., 2012, Ivanova et al., 2013].

As recent work has focused on the common envelope phases that may lead

to the formation of merging compact object binaries, it has become clear

that some of the details of massive-star common envelope phases may

be different from those in the previously-emphasized lower-mass systems

[as described in the reviews of Taam and Sandquist, 2000, Ivanova et al.,

2013]. In particular Kruckow et al. [2016] and Klencki et al. [2020] have

studied pre-common envelope massive star structures, with a focus on de-
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termining the binding energy of their envelopes, and Vigna-Gómez et al.

[2020] performed a binary population synthesis study of all the common

envelope phases that lead to eventual merging double neutron star sys-

tems within the COMPAS suite [Stevenson et al., 2017, Vigna-Gómez et al.,

2018].

This focus on massive-star evolution in close binaries has revealed the sig-

nificance of tidal interactions in shaping these objects [e.g. Kushnir et al.,

2016]. In particular, in pre-common envelope systems, as the giant star

evolves and grows in radius, there will be a period of time during which

strong tides are active followed by eventual Roche-lobe overflow (RLO). In

the massive-star progenitors of merging compact objects, it is not clear that

tides will have sufficient time to act to always synchronize and circularize

a system to the classic Roche-lobe geometry prior to RLO [Vigna-Gómez

et al., 2020]. This paper applies new, more sophisticated models of tidal

dissipation in giant star convective envelopes to study the impact of pre-

common envelope tidal evolution. Our results, therefore, are of critical

importance as the initial conditions for a subsequent common envelope or

mass-transferring interaction.

There are two tidal dissipation mechanisms that can be important in a

massive giant star with a radiative core and convective envelope. The first

is turbulent viscosity, where the shearing of tidally driven fluid oscillations

(fundamental and inertial modes) in the envelope is dissipated as heat [e.g.

Zahn, 1977, Goodman and Oh, 1997, Ogilvie and Lin, 2007]. The other

is radiative diffusion in the stellar interior [e.g. Goodman and Dickson,

1998, Savonije and Witte, 2002]. This second mechanism is most important

when gravity waves are excited at the radiative-convective boundary and
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grow in amplitude as they propagate inward. Eventually non-linear wave-

braking dissipates all of the energy and angular momentum carried by the

ingoing gravity wave [Goodman and Dickson, 1998, Barker and Ogilvie,

2010, 2011, Fuller and Lai, 2012b, Chernov et al., 2013, Ivanov et al., 2013,

Bolmont and Mathis, 2016, Weinberg et al., 2017, Sun et al., 2018]. How-

ever, when the gravity waves do not become nonlinear, dissipation in the

convective envelope drives orbital decay.

A large body of work has focused on orbital circularization and decay due

to tidal dissipation in the convective envelope of a star of a close binary.

An analytical treatment for tidal dissipation via turbulent viscosity was

first developed by Zahn [1977]. Verbunt and Phinney [1995] presented a

similar expression for the tidal circularization timescale for nearly circular

binaries. The weak friction approximation [Hut, 1981] can be used more

broadly to study the tidal evolution of binaries with any eccentricity [as in

Hurley et al., 2002]. This model assumes that the star is tidally deformed

into a static shape that lags behind the equipotential surface — an ap-

proximation that holds when the tidal forcing frequency, ω, is much lower

than the dynamical frequency of the star ∼ (GM1/R3
1)−1/2 (for a star with

mass M1 and radius R1). The model also assumes that turbulent viscos-

ity is equally effective at dissipating energy for all tidal forcing frequen-

cies. In reality, the turbulent viscosity is reduced when the timescale for

tidal forcing ∼ ω−1 is shorter than the turnover time for the largest con-

vective eddies in the star τeddy. Two conflicting scaling laws have been

suggested for the form of the viscosity reduction. Zahn [1989] proposed

the linear reduction 1/(1 + ωτeddy), while Goldreich and Nicholson [1977]

favored 1/[1 + (ωτeddy)2]. The latter is the standard result for a damped

202



harmonic oscillator with frequency ω and damping time τeddy. Recently,

numerical and analytical studies have generally supported a quadratic re-

duction factor [Penev and Sasselov, 2011, Penev et al., 2011, Ogilvie and

Lesur, 2012, Duguid et al., 2019]. Though numerical simulations from Vi-

dal and Barker [2020] suggest that both scaling relations may be correct in

different regimes of the tidal forcing frequency.

Vick and Lai [2019b] developed a general formalism for tidal evolution in

an eccentric binary. Their treatment is accurate at close separations where

ω begins to approach (GM1/R3
1)−1/2 and accounts for frequency dependent

damping of tidally-driven oscillations. It also recovers the standard results

of the weak friction approximation for binaries with larger separations.

Vick and Lai [2019b] demonstrated that, for a giant star in a close binary,

viscosity reduction typically is not important. However, the rate of tidal

circularization can be orders of magnitude faster than predicted by the

weak friction approximation for highly eccentric binaries where the ratio

of the pericentre distance rp to stellar radius is ∼ a few.

In this paper, we study the coupled role of stellar evolution and tidal dis-

sipation in shaping pre-common envelope systems by applying the tidal

theory in Vick and Lai [2019b]. In Section 7.2, we introduce the tools that

we use to tackle this problem — MESA generated stellar evolution models

[Paxton et al., 2011] and the formalism from Vick and Lai [2019a] — and

discuss how we couple the two. In Section 7.3, we present and categorize

the outcomes of concurrent stellar evolution and tidal orbital circulariza-

tion. We focus on the orbital eccentricity and the primary star rotation rate

at the onset of RLO. We also explore how tidal dissipation affects the dis-

tribution of those properties at the onset of binary mass transfer given an
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initial distribution of orbital parameters when the primary star leaves the

main sequence. We discuss the limitations and significance of our results

in Section 7.4, and we summarize and conclude in Section 7.5.

7.2 Theory of Tidal Dissipation in Eccentric Binaries

In order to understand the coupled role of stellar evolution and tidal dissi-

pation we need: (i) a time-dependent model of the structure of the massive

star after it has left the main sequence; (ii) an understanding of how the

timescale for tidal dissipation changes with the stellar structure; and (iii) a

framework for calculating the tidal energy and angular momentum trans-

fer rates given the current orbit and tidal dissipation rate.

The weak friction model [Alexander, 1973, Hut, 1981] is commonly used

to describe equilibrium tidal interactions. In this model, the gravitational

potential of a companion raises a tidal bulge on the primary star. When

the binary orbit is eccentric or the primary is not synchronously rotating,

the bulge lags behind the axis connecting the two bodies. The magnitude

of the lag angle depends on the rate at which the star can dissipate the

energy in tidally excited fluid motion. This picture of a static tidal bulge

relies on the assumption that the timescale for strong tidal interactions in

the binary is longer than the dynamical response time of the star.

When the primary star evolves off of the main sequence, the binary sep-

aration is large compared to the stellar radius, and tidal interactions are

weak. However, as the stellar radius expands, the primary experiences a

stronger tidal potential from its companion. Additionally, the timescale for

strong tidal interactions in the binary (roughly the duration of a pericen-
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tre passage) begins to approach the dynamical time of a giant star. Under

these conditions, the standard weak friction model of tides is no longer ac-

curate, and can severely underestimate the strength of tidal interactions.

We use the theory of dissipation in a giant star in an eccentric orbit de-

veloped in Vick and Lai [2019b] to study how stellar evolution and tidal

dissipation jointly shape the orbital evolution of the binary.

7.2.1 Stellar Models

We have used version 11701 of the MESA stellar evolution code

to calculate the structural evolution of 10M� and 15M� stars from

the end of the main sequence to carbon depletion [Paxton et al.,

2011]. We assumed an initial metallicity of Z = Z� = 0.0142 [As-

plund et al., 2009], and used the “Dutch” wind scheme. The inlist

to reproduce our calculations is available at the MESA Marketplace

(http://cococubed.asu.edu/mesa market/inlists.html). The result is a

suite of stellar profiles at different time stamps in the star’s evolution. The

time interval between profiles ranges from 10 years (during periods of

rapid radius expansion) to 5 × 105 years when the stellar structure is rela-

tively static.

At each timestep, we used the code GYRE to calculate the eigenfrequency

and mode profile of the stellar l = 2 f-mode for a given MESA model

(assuming no rotation) [Townsend and Teitler, 2013]. We implemented a

vacuum outer boundary and a zero radial displacement inner boundary.

For models with a convective envelope, the transition between the core

and envelope was used as the location of the inner boundary. We used
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the condition on the convective velocity vc(r) > 103 cm/s to identify rc,

the start of the envelope. For models from earlier in the star’s evolution,

before the development of deep convection, we chose an inner boundary

just outside of the composition transition from predominantly hydrogen

to predominantly helium.

7.2.2 Calculation of the Tidal Dissipation Rate in a Giant

Star

As the primary M1 transitions to core helium burning, the star develops

a deep convective envelope. Within this outer region, turbulent viscos-

ity can dissipate tidally excited fluid motion, sapping energy and angular

momentum from the orbit.

Order of Magnitude Calculation

A simple estimate of the tidal circularization time for a nearly-circular bi-

nary is provided in, e.g. Zahn [1977], Phinney [1992]; and Verbunt and

Phinney [1995]. Assuming that the viscosity in the convective envelope is

a constant value ν0, we can estimate the damping rate of a tidally forced

oscillation as,

γest ∼
Menv

M1

(
ν0

H2

)
∼

Menv

M1

(
L

MenvR2
1

)1/3

, (7.1)

where H is the pressure scale-height (and the length-scale of the largest

convective eddies), Menv is the mass of the envelope, and L is the convec-

tive luminosity. We have used ν0 ∼ H(L/4πρR2
1)1/3 and Menv ∼ 4πρH3, where

ρ is the average density in the convective envelope. For a nearly circular
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orbit, this damping rate is related to the binary circularization time τcirc

via,

tcirc ≡

∣∣∣∣∣eė
∣∣∣∣∣ ∼ 1

γest

(
M1

M2

) (
M1

Mt

) (
a
R1

)8

, (7.2)

with M2 the mass of the companion, Mt = M1 + M2 and semi-major axis a

[see Phinney, 1992].

With a given stellar profile, we can also calculate the damping time for a

forced oscillation more precisely. The response of M1 to the tidal potential

of M2 will be dominated by the quadrupolar l = 2 terms (if the binary is

sufficiently separated). When the turnover time for the largest convective

eddies is shorter than the timescale for tidal forcing, the viscosity in the

envelope is not reduced, and the damping rate is independent of the forc-

ing frequency (ω = 2Ω−2Ωs in a circular orbit). In a red giant star, the eddy

turnover time in the convective envelope is typically short relative to the

tidal forcing period, and this condition is satisfied while ω � (GM1R−3
1 )1/2

[see the top panel of Fig. 2 in Vick and Lai, 2019b].

Weak Friction Approximation and Nearly Circular Orbits

When the viscous damping rate in the envelope is independent of the tidal

forcing frequency, the tidal dissipation rate can be framed in terms of the

stellar tidal Love number and lag time. If the tidal forcing period is much

longer than the dynamical time of the star, this treatment is equivalent

to the weak friction approximation. For an l = 2 f-mode oscillation in a

slowly rotating body, the real part of the tidal Love number is,

k2 '
4π
5

(
Qf

ω̄f

)2

, (7.3)
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where Qf is an overlap integral defined in equation (38) of Press and

Teukolsky [1977], normalized such that G = M1 = R1 = 1, and ωf ≡

ω̄f(GM1/R3
1)1/2 is the f-mode frequency. The tidal lag time is given by,

τ ≡
γf

ω2
f

, (7.4)

with γf the damping rate of the l = 2 f-mode due to turbulent viscosity. As-

suming that the flow is incompressible, the viscous damping rate is given

by,

γf ≡
1
4

∫ R1

rc

dr r2ρ(r)ν(r)
4 (

dξr

dr

)2

+ 2l(l + 1)
(
dξh

dr
+
ξr

r
−
ξh

r

)2

+ 2
(
l(l + 1)

ξh

r
− 2

ξr

r

)2]
, (7.5)

where ξr and ξh are the radial and horizontal Lagrangian displacement

vectors for the l = 2 f-mode [Landau and Lifshitz, 1959, Sun et al., 2018,

Vick and Lai, 2019b].

Under the condition that the tidal forcing frequency ω � ωf, we can ex-

press the circularization rate for a synchronously rotating star in a nearly

circular binary as, [Darwin, 1880, Alexander, 1973, Hut, 1981]

ė
e

= −
21
2

k2τΩ
2 M2

M1

(R1

a

)5

, (7.6)

where Ω = (GMt/a3)1/2 is the orbital frequency. By comparing equa-

tion (7.6) to equation (7.2), We find that the effective damping rate from

tidal dissipation is,

γeff ≡
21
2

k2τ

(
GM1

R3
1

)
. (7.7)
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Theory of Tides and Dissipation in an eccentric binary

Vick and Lai [2019a] developed a general formalism for the treatment of

tidal dissipation in the convective envelope of a star in an eccentric binary.

Here, we summarize the key results.

The quadrupolar tidal potential experienced by the primary star M1 from

the companion M2 can be decomposed into a sum over many forcing fre-

quencies,

ωNm ≡ NΩ − mΩs, (7.8)

where N is an integer. In the rotating frame of the primary, the potential is

given by

U(r, t) = −
∑

m

∞∑
N=−∞

UNmr2Y2m(θ, φ)e−iωNmt, (7.9)

where r = (r, θ, φ) is the position vector in spherical coordinates relative to

the center of mass of the primary star, and the angle φ is measured in the

rotating frame of M1. Throughout the paper, we assume that the spin-axis

of M1 is aligned with the orbital angular momentum axis. We define

UNm ≡
GM2

a3 W2mFNm (7.10)

with FNm given by

FNm =
1
π

∫ π

0
dΨ

cos[N(Ψ − e sin Ψ) − mΦ(t)]
(1 − e cos Ψ)2 . (7.11)

Only the m = 0,±2 terms are nonzero, with W20 =
√
π/5 and W2±2 =

√
3π/10.

The tidal response of M1 is a weighted sum of the response to each fre-

quency term in the tidal potential. Vick and Lai [2019b] derived general

expressions for the tidal torque and energy transfer rate (see their equa-

tions 26 and 27). For a giant star, the tidal forcing time is often longer than
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the eddy turnover time, and viscosity reduction is negligible. We therefore

approximate the f-mode dissipation rate as the frequency-independent γf

from equation (7.5), and obtain the tidal energy transfer rate in the inertial

frame and the tidal torque:

T = T0

∑
mN

(
Q f

ε̄ f

)2 mγf(W2mFNm)2ωNm

(ωf − ωNm)2 + Γ2
f (ωNm)

, (7.12)

Ėin = T0Ω
∑
mN

(
Qf

ε̄f

)2 Nγf(W2mFNm)2ωNm

(ωf − ωNm)2 + Γ2
f (ωNm)

, (7.13)

where ε = ε̄(GM1/R3
1)1/2 is defined in equation (13) of Vick and Lai [2019b],

and Γf = γfωNm/εf. For convenience, equations (7.12) and (7.13) can be

rewritten in the form

T = 3T0k2τ
Ω

(1 − e2)6 FT (e,Ωs/Ω, rp/R1), (7.14)

Ėin = 3T0k2τ
Ω2

(1 − e2)15/2 FE(e,Ωs/Ω, rp/R1), (7.15)

with dimensionless

FT (e,Ωs/Ω, rp/R1) =
5

12π

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 − e2)6

×
∑
Nm

(
Qf

ε̄f

)2 m(W2mFNm)2ωNmγf

(ωf − ωNm)2 + Γ2
f (ωNm)

, (7.16)

FE(e,Ωs/Ω, rp/R1) =
5

12π

(
ω̄f

Qf

)2 (
ω2

f

γfΩ

)
(1 − e2)15/2

×
∑
Nm

(
Qf

ε̄f

)2 N(W2mFNm)2ωNmγf

(ωf − ωNm)2 + Γ2
f (ωNm)

. (7.17)

In the weak friction limit, FT and FE become the standard

FT,WF = f2 − (1 − e2)3/2 f5
Ωs

Ω
, (7.18)

FE,WF = f1 − (1 − e2)3/2 f2
Ωs

Ω
, (7.19)

where f1, f2, and f5 are functions of eccentricity defined in Hut [1981].

However, for highly eccentric orbits with small pericentre distances rp, the
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dimensionless torque and energy transfer rate can be much larger than the

weak friction calculation suggests [see Fig. 5 of Vick and Lai, 2019b].

7.2.3 Coupling the Stellar and Orbital Evolution

In order to couple the stellar evolution and orbital evolution, we use the

stellar oscillation code GYRE to calculate the properties of the f-mode (i.e.

γf , ω̄f , ε̄f , and Qf). We then use spline interpolation to obtain the stellar

mass, radius, and mode properties as a function of time.

The time evolution of a, e, and Ωs is given by the following equations:

ȧ
a

=
ȧ
a

∣∣∣∣∣
Tides

+
ȧ
a

∣∣∣∣∣
Wind

(7.20)

Ω̇s

Ωs
=

Ω̇s

Ωs

∣∣∣∣∣∣
Tides

−
İ
I
, (7.21)

ė
e

=
ė
e

∣∣∣∣∣
Tides

, (7.22)

where I = ηM1R2
1 is the moment of inertia of the primary, and the time

evolution of η, M1, and R1 is taken from the MESA stellar models. The

tidal energy transfer and torque can be combined to determine the tidal

contributions to the orbital evolution,

ȧ
a

∣∣∣∣∣
Tides

= −
6

td(1 − e2)15/2 FE(e,Ωs/Ω, rp/R1), (7.23)

Ω̇s

Ωs

∣∣∣∣∣∣
Tides

=
3

td(1 − e2)6

(
µa2Ω

IΩs

)
FT (e,Ωs/Ω, rp/R1), (7.24)

ė
e

∣∣∣∣∣
Tides

= −
27

td(1 − e2)13/2 Fecc(e,Ωs/Ω, rp/R1), (7.25)

where µ = M1M2/Mt is the reduced mass of the binary and,

t−1
d ≡

T0

µa2 k2τ =

(
M2

M1

) (
M1 + M2

M1

) (R1

a

)8

k2
γf

ω̄2
f

. (7.26)

211



We have combined FE and FT to characterize the eccentricity evolution

via,

Fecc =
1
9

(1 − e2)
e2

[
FE

(1 − e2)
− FT

]
. (7.27)

We assume isotropic wind mass loss, such that the wind-driven secular

time evolution of the semi-major axis is,

ȧ
a

∣∣∣∣∣
Wind

= −
Ṁ1

Mt
, (7.28)

and the eccentricity is unchanged. We define the circularization time of

the binary as,

tcirc ≡

∣∣∣∣∣eė
∣∣∣∣∣ . (7.29)

As the binary circularizes, the tidal torque will cause the star to spin up

to the pseudosynchronous rotation rate, where the star experiences no net

torque. In the weak friction approximation, the pseudosynchronous rota-

tion rate is given by,

Ωps =
f2

f5(1 − e2)3/2 Ω, (7.30)

For a highly eccentric orbit, the true pseudosynchronous rotation rate,

where Ω̇s is zero, can occur at slightly faster rotation rates than given by

equation (7.30) [Vick and Lai, 2019b]. In a circular orbit, f2 and f5 are 1,

and the synchronous rotation rate is the orbital frequency.

When the binary is sufficiently close, mass transfer will become important,

and equations (7.23) - (7.25) will no longer capture the orbital evolution.

The onset of mass transfer occurs when the primary is Roche-lobe filling.

A precise calculation of the Roche radius depends on both the stellar spin

and orbital eccentricity [e.g. Sepinsky et al., 2007a]. For simplicity, we use

a common approximation adapted from Eggleton [1983],

rRoche = rp
0.49q2/3

0.6q2/3 + ln(1 + q1/3)
, (7.31)

212



where rp is the pericentre distance and q = M1/M2 is the mass ratio. For a

binary with a companion of mass M2 = 1.4M�, the primary fills its Roche-

lobe when rp ≈ 1.8R1 for M1 = 10M� and when rp ≈ 1.7R1 for M1 = 15M�.

7.3 Results

7.3.1 Tidal Dissipation Rate as a Function of Stellar Evolu-

tion

We have used the MESA-generated stellar models introduced in Sec-

tion 7.2.3 to understand the tidal dissipation timescale of a star after it

leaves the main sequence.

Figure 7.1 displays changes in the stellar radius and structure of the 10 M�

and 15 M� stellar models as they evolve from core hydrogen burning to

carbon depletion (at which point the collapse of the core is imminent).

The top panel shows that the bulk of the radius evolution occurs in two

bursts. On the giant branch, the radius expands by a factor of ∼ 40 for the

10 M� model and ∼ 60 for the 15 M� model. As the radius expands, the

structure of the star changes significantly. The middle panels of Fig. 7.1

show that the stars develop deep convective envelopes during the first

episode of radius expansion. Once the envelope has developed, turbulent

viscosity in the envelope is the most efficient mechanism for tidal dissi-

pation in the star. The bottom panels of Fig. 7.1 display the damping rate

from viscous dissipation, calculated via equation (7.7). This calculation

assumes a significant convection zone within the star, and likely does not

capture the tidal dissipation rate of the star before the envelope begins to
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develop. We can compare the more precise calculation of γeff with the con-

venient estimate from Zahn [1975], Phinney [1992], Verbunt and Phinney

[1995] provided in equation (7.1), and find that, while γeff is smaller than

γest, they agree within a factor of a few.

For many binaries, the timing of when deep convection of the outer en-

velope develops in the primary will determine whether tides can play an

important role in circularizing the orbit before the onset of RLO. Before

the convective envelope forms, tidal dissipation cannot circularize the or-

bit efficiently because the timescale for viscous dissipation is longer than

the stellar evolution timescale. Figure 7.2 provides a zoom-in of the first

episode of radius expansion in Fig. 7.1. The vertical black lines indicate the

development of a significant convective envelope with Menv > 0.1M1. For

the 10 M� (15 M�) stellar model, this criterion is met when the radius has

expanded by a factor of ∼ 18 (∼ 26). Following helium ignition in the core,

the stellar radius will further expand to ∼ 43 (∼ 66) times its value at the

end of the main sequence over the course of about 2× 105 yrs (2× 104 yrs).

7.3.2 Tidal Circularization Timescale and the Binary Orbit

The tidal circularization timescale depends not only on the stellar struc-

ture, but also the binary orbital parameters and the spin rate of the pri-

mary. Figure 7.3 shows the tidal circularization time tcirc (see equations 7.25

and 7.29) as a function of the orbital eccentricity for a variety of pericen-

tre values. The timescale is calculated for a non-rotating 10 M� primary

that has already ascended the giant branch and developed deep convec-

tion in a binary with a 1.4 M� companion. We have used γeff = 0.4 yr−1, and
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Figure 7.1: The evolution of the stellar structure and the effective tidal damping
rate (from viscous dissipation in the convective envelope) for a M1 = 10M� (left)
and M1 = 15M� (right) MESA-generated stellar model.The top panels show the
evolution of the radius. The middle panels illustrate the convective regions in
the stars. The bottom panels show the tidal damping rates for the stellar mod-
els calculated with equation (7.7) and compared with an estimate from equa-
tion (7.1).

Figure 7.2: The same as Fig. 7.1 but zoomed-in on the first episode of radius
expansion. The vertical black lines mark the development of a convective en-
velope with Menv > 0.1M1. The viscous dissipation rates shown in the bottom
panel likely do not capture tidal dissipation to the left of the black line before
the development of the envelope.
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set the f-mode frequency and damping rate to ωf = 1.75(GM1/R3
1)1/2 and

γf = 0.04(GM1/R3
1)1/2.

The circularization time depends very strongly on rp/R, and is orders of

magnitude shorter for tighter binaries. This timescale is also shortest for

small orbital eccentricities. In Fig. 7.3, the circularization timescales for

the two smallest pericentre distances, rp/R1 = 1.5 and rp/R1 = 2.0, have

a complicated dependence on the orbital eccentricity. This arises due to

enhanced tidal dissipation at resonances between the orbital period and

the f-mode frequency in the inertial frame.

Figure 7.3 also displays the standard weak friction calculation of the cir-

cularization timescale tcirc,WF in the top panel (dashed lines). The bottom

panel shows the ratio of tcirc to tcirc,WF. The weak friction timescale is given

by equation (7.25), but calculated with the dimensionless functions FT,WF

and FE,WF from equations (7.18) and (7.19). The weak friction approxi-

mation is valid when the dominant tidal forcing frequency, of order the

pericenter frequency Ωp = Ω(1 + e)1/2/(1 − e)3/2, is much slower than the

f-mode frequency, which is of order (GM1/R3
1)1/2. At large rp/R1 and small

eccentricity, where Ωp � (GM1/R3
1)1/2, the two timescales tcirc and tcirc,WF are

in good agreement. However, for larger e and smaller rp the weak friction

calculation overestimates the circularization timescale by a few orders of

magnitude.

As the radius of the primary expands, rp/R1 rapidly decreases. Figure 7.4

shows tcirc for the 10 M� stellar model assuming a fixed orbit with e = 0.8

and a given pericentre distances (rp = 1.9, 3.8, or 5.7 au), and a non-rotating

but evolving primary. The convective envelope does not develop until

a little after 2.6 × 107 yrs (indicated with a dotted black line in Fig. 7.4).
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Figure 7.3: Circularization timescale (|e/ė|) at a variety of pericenter distances for
a binary with a 1.4M� companion as a function of eccentricity. The timescales
were calculated assuming ... (essentially using the values for the giant star after
the radius has expanded the first time). Dashed lines show the weak friction
timescales. The bottom panel shows the ratio of the timescale to the weak fric-
tion timescale. As rp increases, the ratio asymptotes to 1.

The dashed black red in the bottom panel is the Roche limit. The small

black diamond indicates the onset of RLO for the rp = 1.9 au binary. In

this system, the star reaches rRoche within ∼ 2 × 103 years of developing a

convective envelope. This timescale is faster than tcirc for the binary (before

crossing the red dashed line). Although the tidal circularization time is

shortest for small rp/R, tight binaries also have the shortest timescales for

reaching RLO. Systems where rp is too small will not have time to tidally

circularize before the primary grows to rRoche.
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Figure 7.4: Top panel: The circularization timescale (τcirc = |e/ė|) for a binary
with M = 10M� primary, a 1.4M� companion, and initial eccentricity e0 = 0.8.
The solid line shows the timescale calculated via equations (7.25) and (7.29),
and dashed lines of the same color show the weak friction result for compar-
ison. The black dotted line indicates when the convective envelope develops
(Menv > 0.1M1). This calculation considers only changes in the stellar structure
and radius. Bottom panel: The pericentre distance in units of the evolving stel-
lar radius. The horizontal red dashed line is the condition for RLO.
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7.3.3 Outcomes of Coupled Stellar and Orbital Evolution

Next, we present the results of coupled stellar and orbital evolution for

binaries using the 10 and 15 M� stellar models and the method described

in Section 7.2.3. Figure 7.5 highlights three possible outcomes of coupled

orbital and stellar evolution. These are:

1. a binary that does not circularize before reaching the Roche-radius;

2. a binary that is tidally circularized before the primary evolves to R1 =

rRoche; and

3. a system that is too wide to undergo RLO.

In each case, the initial orbital eccentricity is e0 = 0.8 and the initial stellar

rotation period is 1 day. The three different values of the initial pericentre

separation rp,0 are the same as those used in Fig. 7.4.

For the smallest value of rp,0 the orbit does not circularize before the star

grows to R1 = rRoche. There is not enough time between the development of

the convective envelope and reaching the Roche radius for tidal dissipa-

tion in the envelope to circularize the orbit. The black diamonds in Fig. 7.5

mark the binary parameters and stellar rotation rate when R1 = rRoche. At

this point the semi-major axis and eccentricity are essentially unchanged,

while the rotation rate has slowed to conserve the spin angular momen-

tum of the star as the radius expands.

In the intermediate case where e0 = 0.8 and rp,0 = 70R1,0, the orbit circu-

larizes significantly as the primary climbs the giant branch. The orbit con-

tinues circularizing when the primary ascends the asymptotic branch. In

this case, the binary is nearly circular when R1 = rRoche. The rotation period

of the primary is slightly longer than the predicted pseudosynchronous
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Figure 7.5: The orbital evolution of binary with a 10M� primary star, initial ec-
centricity e0 = 0.8, and the same initial pericentre values rp,0 as in Fig. 7.4. The
cases are numbered according to the outcomes listed at the start of Section 7.3.3.
The top two panels are a and e. The third panel is rp/R1, with the Roche radius
rp = rRoche indicated by the red dashed line. The bottom panel shows the ro-
tation period of the star (solid lines) and the weak friction pseudosynchronous
rotation rate from equation (7.30) (dashed lines). The diamonds in each panel
indicate when a given binary reaches the criterion for RLO.
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rate from the weak friction theory. As the star expands, its rotation slows

down. This effect is in competition with the tidal torque, which acts to spin

up the convective envelope. The resulting stellar rotation rate at R1 = rRoche

is ∼ 1.5 times slower than the orbital frequency (which is the expected

pseudosynchronous rotation rate for a nearly circular orbit).

In the final case, displayed as a pink line in Fig. 7.5, the initial pericen-

tre distance is quite large. The binary cannot reach the criterion for RLO

within the lifetime of the primary star. If we take the Roche radius as a

hard limit for mass transfer, this binary is too widely separated to undergo

a common envelope episode.

With an understanding of the main categories of outcome, we can survey

results from a range of orbital configurations. Figures 7.6 and 7.7 display

the binary eccentricity at the onset of RLO, eRoche, for a variety of ‘initial’ or-

bital parameters when the primary star evolves off of the main sequence.

We have assumed that stellar rotation period at this point is 1 day, but

found that altering the initial spin has a negligible effect on eRoche. For the

10 M� stellar model, binaries with rp,0 . 3 AU on the main sequence do

not circularize before reaching the Roche radius. The same is true of bi-

naries with rp,0 . 6 AU for the 15 M� stellar model. The orbital evolution

of these binaries looks something like the black line from Fig. 7.5. Though

the timescale for tidal circularization can become very short as the stel-

lar radius expands, it is still longer than the time between when the pri-

mary develops a convective envelope and when the radius grows to the

Roche limit. In some cases, the star cannot even develop a convective en-

velope before mass transfer begins (systems below the white dashed line

in Figs. 7.6 and 7.7). These binaries retain their initial eccentricity from
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before the primary leaves the main sequence.

In contrast, many binaries with an initial separation greater than ∼ 4 AU

for a 10 M� primary or ∼ 7 AU for M1 = 15 M� circularize completely

before RLO begins. In these binaries, the timescale between the onset of

deep convection in the primary and radius growth to R1 = rRoche is longer

than the tidal circularization timescale. The green line in Fig. 7.5 is an

example of a system in this category.

Some binaries with large pericentre distances and high eccentricities will

never undergo RLO. In Figs. 7.6 and 7.7, these systems lie above the solid

black lines. They have the longest timescales for tidal circularization.

Figures 7.6 and 7.7 also display the rotation rate of the primary at the

Roche radius as a fraction of the pseudosynchronous rotation rate (see

equation 7.30). Before the primary develops a convective envelope, tides

are inefficient at transferring angular momentum between the orbit and

the star. The spin angular momentum of the star is effectively conserved,

so the stellar rotation rate slows as the radius expands. For the 10 M�

(15 M�) stellar model, in a binary with rp,0 . 3 AU (6 AU) the stellar ro-

tation rate at the Roche radius is given by Ωs = (k0M1,0R2
1,0)Ωs,0/(kM1R2

1),

where the 0 subscript indicates the value when the star leaves the main

sequence. When the star develops a convective envelope, its structure

changes significantly as does the moment of inertia constant k. This

change accounts for the sharp transition in the stellar rotation rate across

the white dashed line in the right panels of Figs. 7.6 and 7.7. Both Figs. 7.6

and 7.7 show a light green curve in e0 and rp,0 below the black line that sep-

arates wide binaries (though this feature is far more obvious in Fig. 7.6).

Systems above this ridge are nearly pseudosynchronous at the onset of
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RLO. Below the ridge, the primary star grows to the Roche radius while

on the giant branch. Above, the pimary reaches R1 = rRoche on the asymp-

totic branch.

When rp,0 is slightly larger, tidal dissipation can alter the orbit before R1 =

rRoche, and the tidal torque spins up the star to a rotation rate of order the

orbital frequency. Note that this effect acts in opposition to the radius

expansion, which decreases the stellar spin rate.

7.3.4 Tidal Circularization and the Eccentricity Distribu-

tion of pre-Common Envelope Stellar Binaries

We use the results from the Section 7.3.3 to understand how tidal dissipa-

tion should affect the distribution of binary eccentricities and stellar rota-

tion rates at the Roche radius.

For simplicity, we begin with a thermal distribution in eccentricity and a

loguniform distribution in semi-major axis (i.e.
√

e is drawn uniformly

from [0, 1] and log10(a) from [−1, 3] au). We then reject any set of ini-

tial conditions with an eccentricity and pericentre outside of the range

spanned by the grid of results in Figs. 7.6 and 7.7. This provides an ini-

tial distribution of rp,0 and e within the ranges 7.5R1,0 < rp,0 < 122.5R1,0 and

0.025 < e < 0.925. The initial eccentricity distribution is shown as the blue

line in Fig. 7.8. We then group the initial orbital parameters into bins of

width 0.05 in eccentricity and 5R1,0 in pericentre distance that correspond

to the grid in Figs. 7.6 and 7.7. We use the corresponding value of eRoche

for each bin in Figs. 7.6 or 7.7 to create a distribution of eccentricities at

the Roche radius. Binaries that never reach RLO are removed from both
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the initial eccentricity distribution and the Roche radius distribution. The

resulting cumulative distribution functions for the two stellar models are

shown as the light pink lines in Fig. 7.8. The dark red line shows the contri-

bution to the eccentricity distribution from binaries where rp,0 is too small

for the primary to develop a convective envelope before R1 = rRoche.

For both the 10 M� and 15 M� stellar models, the distribution of eRoche is

shifted toward lower eccentricities. For our choice of initial distribution

of binary properties, eRoche < 0.1 for ∼ 13% of systems that reach RLO for

the 10M� star (∼ 4% for the 15M� star). However, higher values of eRoche

still contribute significantly to the distribution. This is consistent with the

fact that many binaries will not have time to circularize before reaching

the RLO criterion.

In Fig. 7.9, we provide the distribution of rotation rates for binaries that

have circularized (eRoche < 0.01) before the primary reaches the Roche ra-

dius. This distribution was obtained in the same way as for eRoche but by

using results for Ωs rather than the orbital eccentricity. In the top row, we

assume an initial stellar rotation period of Ps,0 = 1 day when the star leaves

the main sequence. In the bottom row, Ps,0 = 10 days. Note that almost

all systems are rotating subsynchronously (i.e. Ωs/Ωorb < 1) at rp = rRoche.

This is true regardless of the initial rotation period of the star. The sub-

synchronous rotation rates can be explained by competition between the

tidal torque spinning up the star, and stellar expansion spinning the star

down. Our results suggest that many giant stars may be rotating more

slowly than expected at the onset of binary mass transfer.
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Figure 7.6: Left: Eccentricity at the Roche radius for a 10M� primary star with
a 1.4 M� companion ( rp = 1.8R1). Right: The ratio of the stellar rotation rate Ωs

to the weak friction pseudosynchronous rate Ωps (see equation 7.30). Systems
above the solid black line are too wide to merge within the lifetime of the pri-
mary star. Below the dashed white line, rp,0 is too small for the star to develop a
convective envelope before rp = rRoche.

Figure 7.7: Same as in Fig. 7.6 but for the 15M� stellar model.
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Figure 7.8: The cumulative distribution function of the binary eccentricities at
the Roche radius for the 10M� stellar model (left) and 15M� stellar model (right)
given a thermal initial eccentricity distribution. The light pink line is the eccen-
tricity distribution of binaries for which rRoche is smaller than the stellar radius
at which the star develops a convective envelope (Menv > 0.1M1).

7.4 Discussion

Next we discuss some caveats associated with our analysis and the impli-

cations of our results for common envelope phases and their outcomes.

7.4.1 Possible Limitations

Throughout this paper, we focus on dissipation through turbulent viscos-

ity in the convective envelope. In particular we use a linear treatment,

and consider only the dissipation of the tidally excited l = 2 fundamen-

tal mode. This formalism is most accurate when the binary separation is

larger than a few times the stellar radius and when the primary star is

slowly rotating. As the binary separation decreases, higher degree funda-

mental modes contribute more and more significantly to the tidal response

of the star. When the binary orbital period is resonant with a fundamen-

226



Figure 7.9: Histograms of the rotation rate as a fraction of the orbital frequency
for systems with an eccentricity at the Roche radius of eRoche < 0.01. The left
and right panels show the rotation rate for the M1 = 10 M� and M1 = 15 M�
stellar models respectively. The top and bottom panels show results for an initial
rotation period of 1 day and 10 days respectively.

tal mode period, these higher degree oscillations can dominate the tidal

response of the star [MacLeod et al., 2019], resulting in enhanced tidal dis-

sipation. Including f-modes with higher l in our calculation would likely

decrease the tidal circularization time at small orbital separations.

We have not included the contribution from inertial modes in our study of

tidal dissipation in a giant star. Inertial modes are restored by the Coriolis

force, and can be excited at smaller tidal forcing frequencies. In a circular

orbit, the forcing frequency is 2Ω − 2Ωs. We expect that giant stars will
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be slowly rotating after expanding, and for many systems, inertial waves

will not contribute significantly to tidal dissipation [e.g. Ogilvie and Lin,

2007]. In cases where the tidal synchronization time is short enough that

the primary is spun-up close to Ωs ∼ Ω, the presence of inertial waves may

result in enhanced dissipation.

We have also ignored radiative diffusion within the core. Dissipation

within the core is most important when ingoing gravity waves excited

at the radiative-convective boundary can damp within a group velocity

travel time to the center and back. In this ‘traveling wave’ regime, the

dissipation rate is given by the luminosity of the ingoing wave. The cal-

culation of the tidal torque from gravity waves in the radiative core was

first carried out by Goodman and Dickson [1998] and later re-expressed in

Kushnir et al. [2017]. The form of the tidal torque in Kushnir et al. [2017]

reveals a strong dependence on the radius of the core/envelope bound-

ary, rc. The strength of the torque scales as (rc/R1)9, where R1 is the radius

of the star. In the massive giant stars that we are considering, rc/R1 ∼ a

few percent after the convective envelope has fully developed. In conse-

quence, the tidal dissipation rate from damped internal gravity waves is

negligible compared to dissipation in the envelope.

Lastly, when the binary has reached RLO, the magnitude of the tidal dis-

tortion can be of order ∼ 10% the size of the object (depending on the ec-

centricity), and we assume that mass loss takes over as the primary driver

of subsequent orbital evolution. Under these conditions, our formalism is

not expected to remain accurate. However, tidal dissipation may continue

to play a large role in circularising the binary. As the binary separation

continues to decrease, the interaction between the two bodies will only
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become much stronger. For instance, in Fig. 7.5, when we extend our cal-

culation beyond the Roche limit for the small separation case (the black

line), the orbit fully circularizes before rp = R1. Eventually, the tidal distor-

tion of the primary can no longer be treated as a perturbation, and tidally

excited oscillations will likely damp non-linearly through, e.g., coupling

between multiple oscillation modes. In cases where the donor star is not

synchronously rotating, the strong distortion of the primary may have an

interesting effect on mass transfer [e.g. as seen in the simulations of oscil-

lating stars in MacLeod et al., 2019].

7.4.2 Implications for Common Envelope Phases

Traditionally, we have imagined that common envelope phases largely re-

sult from unstable RLO in circular orbits [e.g. for recent examples of sim-

ulations of the onset of common envelope phases in circular orbits, see

Ricker and Taam, 2008, 2012, Nandez et al., 2014, Nandez and Ivanova,

2016, Iaconi et al., 2017, MacLeod et al., 2018a,b, MacLeod and Loeb,

2020a,b]. This assumption is likely motivated by the fact that many near-

contact binaries are largely circular, and by the simplicity associated with

the circular-orbit limit. Further, circularized orbits are likely in common

envelope systems involving lower-mass giants [e.g. Ivanova et al., 2013,

Nandez et al., 2014], because the stellar evolution timescale is slow com-

pared to the tidal dissipation timescale, which scales relatively weakly

with stellar mass (as indicated, for example, by Equation (7.1)). The popu-

lation synthesis models of Vigna-Gómez et al. [2020] and the more detailed

analysis of this work, however, indicate that in many systems involving

massive donors with lower-mass companions, the orbit does not circular-
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ize prior to the onset of mass exchange.

This conclusion has several implications for the subsequent evolution of

the system. Critically, the dynamics of eccentric mass transfer in binary

systems are an area of very active study, including analytic predictions

[Sepinsky et al., 2007b, 2009, 2010, Dosopoulou and Kalogera, 2016a,b,

Dosopoulou et al., 2017, Hamers and Dosopoulou, 2019] and gas dynami-

cal modeling [Church et al., 2009, Lajoie and Sills, 2011a,b, Staff et al., 2016,

Bobrick et al., 2017]. In particular, the mass lost from the donor each peri-

pase passage, and the angular momentum imparted to it determine the

orbital evolution. It remains unclear whether systems will be expected to

circularize following the onset of mass removal from the donor, or remain

eccentric as the interaction proceeds. Because of these modifications in

mass and angular momentum exchange, it is very likely that the binary

eccentricity will affect the subsequent stability of mass exchange and thus

determine whether or not the binary will undergo a common envelope

phase.

The outcomes of common envelope phases may depend on the initial dy-

namics and eccentricity of the orbit in ways that are not yet clear. One

hydrodynamic study of a common envelope phase with an eccentric on-

set has been carried out by Staff et al. [2016]. In these models, the binary

typically consisted of a 3.05M� asymptotic giant branch donor interacting

with a 1.7M� point-mass accretor, implying a mass ratio of approximately

0.55. The periapse was chosen such that the donor lost on the order of 10%

of its own mass in the first passage, which had eccentricities varying be-

tween 0.33 and 0.7 across the models considered. Staff et al. [2016] found

that after 2-3 passages, the donor’s envelope had inflated sufficiently and
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the eccentricity had decreased such that the accretor particle did not leave

the donor’s envelope. After this point, Staff et al. [2016] argued that the

ensuing common envelope phase carries qualitative similarity to models

of common envelope phases that are initialized in circular orbits. Finally,

Staff et al. [2016] noted that they are not able to estimate how eccentricity

affects the final separation of their common envelope models, because it is

limited by spatial resolution in their simulations.

It is worth noting that many simulations of common envelope phases

that are initialized with circular orbits develop eccentricity as the ob-

jects plunge together [for some recent examples, see Ohlmann et al., 2016,

Chamandy et al., 2018, Prust and Chang, 2019]. This may be due to artifi-

cial initial conditions in which the accretor is placed in a non-equilibrium

configuration near the surface of the donor [see Figure 4 of Iaconi et al.,

2017, for example]. However, the subsequent behavior that is observed

is that this eccentricity is either maintained or is slow to dissipate as the

orbital separation tightens [e.g. Figure 1 of Ohlmann et al., 2016]. At the

simplest level, the details of these dynamics have to do with the relative

drag forces at periapse and apoapse, which depend on the density profile

of the common envelope as well as the relative velocities determined by

the eccentric orbit.

These previous simulation results are suggestive that some eccentricity

may be maintained by a common envelope system as it coalesces. In sub-

sequent phases, as the orbital tightening slows, previous modeling sug-

gests that remaining eccentricity may be reduced. The implications of this

eccentricity for the orbital inspiral dynamics may lie largely in the way

that the eccentric orbit impinges upon and modifies the structure of the
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common envelope. This will be particularly true if an accretion disk forms

around the accretor following each periapse passage [Staff et al., 2016],

which might supply energetic feedback to the surroundings via a disk

wind or jet [Shishkin and Soker, 2020]. The extreme case of this scenerio,

outlined by Shishkin and Soker [2020] is that the envelope is continuously

removed and the objects never fully immerse into a shared envelope. Even

in less extreme scenarios, as the objects spiral through a modified envelope

structure we might expect variations in the resultant dynamics and com-

mon envelope outcome [e.g. as discussed in the context of drag forces by

Chamandy et al., 2019].

The answers to many of these questions surrounding the importance of

eccentricity in common envelope phase dynamics await future, more sys-

tematic study. Our present results indicate, however, that the eccentric

onset of common envelope phases involving massive star donors may be

the norm, rather than a special case.

7.4.3 Implications for the Formation of Gravitational-

Wave Mergers

The LIGO and VIRGO network of gravitational wave detectors have

demonstrated that long-posited mergers of binary black holes and neu-

tron stars occur with remarkable frequency in the local universe [LIGO

Scientific Collaboration and Virgo Collaboration, 2017, 2019]. While there

are many conclusions to draw from this new abundance of empirical data,

one of the remaining uncertainties is how these populations of stellar rem-

nants are assembled into tight orbits. For both black hole and, especially,
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neutron star systems, common envelope phases are one of the key possi-

ble assembly channels [as discussed by, e.g. van den Heuvel and De Loore,

1973, Paczynski, 1976, Webbink, 1984, van den Heuvel and Taam, 1984,

Iben and Livio, 1993, Tauris, 1994, Belczynski et al., 2002a, Kalogera et al.,

2007, Belczynski et al., 2008, Dominik et al., 2012, Ivanova et al., 2013].

Black holes have other plausible assembly channels, including dynamical

captures in hierarchical multiple stars or dense clusters [e.g. Thompson,

2011, Pejcha et al., 2013, Naoz et al., 2013, Naoz and Fabrycky, 2014, An-

tognini et al., 2014, Samsing et al., 2014, Morscher et al., 2015, Breivik et al.,

2016, Rodriguez et al., 2016a,b, Antonini et al., 2016], isolated evolution in

initially-close binaries [Mandel and de Mink, 2016, de Mink and Mandel,

2016], or perhaps most realistically, a combination of cluster dynamics and

binary stellar evolution [e.g. Mapelli and Zampieri, 2014, Ziosi et al., 2014,

Giacobbo et al., 2018, Mapelli and Giacobbo, 2018, Mapelli et al., 2019,

Spera et al., 2019, Di Carlo et al., 2019].

Enriching our understanding of the gravitational-wave source population

with an understanding of their evolutionary history requires more de-

tailed study of their assembly channels. Recently, Belczynski et al. [2018]

have compared estimated rates for double neutron star systems in par-

ticular from these various channels [also see the excellent review double

neutron star assembly of Tauris et al., 2017]. In particular, population

models of binary neutron star mergers due to common envelope phases

have trouble reproducing the currently estimated merger rate [LIGO Sci-

entific Collaboration and Virgo Collaboration, 2017, 2019] on the basis of

the GW170817 merger [Belczynski et al., 2018, Vigna-Gómez et al., 2018,

Mapelli and Giacobbo, 2018, Andrews and Mandel, 2019, Andrews et al.,
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2020]. This alone indicates that more detailed work is needed to under-

stand these sources evolutionary history.

In our modeling of tidal evolution, we have focused on pre-common enve-

lope binary parameter combinations relevant to the evolutionary history

of eventual double neutron star systems, as studied by Vigna-Gómez et al.

[2020]. In modeling the interaction of giant stars with 1.4M� companion

is representative of the evolutionary state following the first supernova in

the binary system, after the formation of the first neutron star. The ensuing

common envelope phase is thought to be crucial to the assembly of double

neutron star systems into tight orbits (for a helpful evolutionary schematic

see the cartoons of Vigna-Gómez et al. [2020]’s or Belczynski et al. [2018]’s

Figure 1). Our findings demonstrate that the majority of these systems will

not circularize prior to the onset of these common envelope phases. Thus,

within the current models, the typical common envelope phase that leads

to a binary neutron star often begins eccentric.

The expected impact of pre-common envelope eccentricity on these com-

mon envelope phases remains uncertain, as we have discussed in the pre-

vious Section. It is, however, clear that these phases merit further study,

with attention to the ways in which pre-common envelope eccentricity

may affect the post-common envelope system that emerges. These re-

sults could then be applied to next-generation binary population models

to study the statistical impacts on the merging compact object rate and

population.
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7.5 Summary & Conclusion

In this paper, we have studied how coupled stellar evolution and tidal dis-

sipation affect the orbital parameters of binaries with a primary star that

has left the main sequence and a compact companion. These systems may

undergo subsequent mass transfer or common envelope phases, and even-

tually form compact object binaries that produce a gravitational wave sig-

nal as they merge. Although we define a more general methodology, we

have focused our analysis on systems similar to those that undergo com-

mon envelope phases leading to the formation of merging double neutron

stars [Vigna-Gómez et al., 2020].

Our analysis was performed by coupling models of evolving giant star pri-

maries with the orbital evolution of the binary, as described in Section 7.2.

We generated two stellar models with MESA (one 10M� and one 15M�) to

describe the stellar radius and viscous damping rates as functions of time

as the primary star develops a convective envelope (see Section 7.2.2 and

Figs. 7.1 and 7.2). We assumed a 1.4M� non-tidal companion, representa-

tive of a neutron star. We then used the orbital evolution equations (7.23

- 7.25) and the time-dependent stellar structure to calculate the binary a

and e and the stellar spin rate Ωs on the way to RLO. This model is ac-

curate even in the limits of close pericentre distances and highly eccentric

orbits, in which cases the weak friction tidal model that is typically ap-

plied underestimates the strength of dissipation [Vick and Lai [2019b] and

Fig. 3]. Our main findings are:

1) We identify three main outcomes of the coupled stellar and orbital

evolution, which are highlighted in Fig. 7.5:
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i) The binary does not circularize before the primary overflows its

Roche lobe (R1 = rRoche);

ii) The binary completely circularizes before the onset of RLO; or

iii) The binary is too wide to undergo RLO.

The initial properties of the binary orbital configuration largely de-

termine which of these outcomes arises.

2) We find that orbital eccentricity at RLO depends very sensitively on

the initial pericentre distance (as defined by the initial orbital param-

eters, rp,0 and e0, before the primary leaves that main sequence). For

the 10M� (15M�) primaries interacting with 1.4M� companions, sys-

tems with rp,0 . 3 AU (6 AU) retained their initial eccentricity at the

onset of RLO (Section 7.3.3 and Figs. 7.6 and 7.7).

3) For 10M� (15M�) plus 1.4M� binaries that eventually overflow their

Roche lobes, given an initially thermal eccentricity distribution and

a loguniform semimajor axis distribution, for systems within the

ranges of rp,0 and e0 in Fig. 7.6 (Fig. 7.7), 75% (63%) overflow their

Roche lobes before a convective envelope develops, at eccentricity

similar to their initial eccentricity, 12% (33%) develop a convective

envelope but overflow their Roche lobes at e > 0.1, and 13% (4%) de-

velop a convective envelope and circularize prior to RLO at e < 0.1

(see also Fig. 7.8).

4) For systems that do not develop a convective envelope prior to RLO,

tidal dissipation has little effect on the stellar spin, and these donors

are likely to spin at a rate similar to their initial rotation rate at the end

of the main sequence (Figs. 7.6 and 7.7). For systems that do develop

a convective envelope prior to RLO, stellar spin slows significantly
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due to structural changes in the star. In general, the spin rate at RLO

correlates with the degree of tidal circularization. For systems that

do not circularize, tides do not have a significant effect on the stellar

spin rate; these systems rotate significantly subsynchronously at RLO

(Figs. 7.6 and 7.7). In binaries that do tidally circularize, the stellar ro-

tation period approaches synchronicity, but remains longer than the

orbital period, typically by a factor of approximately 1.25 to 4 because

tidal dissipation and stellar evolution are acting at similar rates (Figs.

7.6, 7.7, and 7.9).

Our results suggest that a detailed analysis of the interaction of tides and

stellar evolution is needed in systems containing evolving massive stars

because the evolutionary (for example radius growth) timescale is simi-

lar to the tidal dissipation timescale. Our modeling further indicates the

critical importance of the phases just prior to RLO, when tides are at their

strongest. In this regime our model, which sums over energy deposition

into individual modes, predicts dissipation rates up to 102 times greater

than that of the more-typically applied weak friction model. However,

as we have discussed in Section 7.4.1, non-linear tidal oscillations in this

regime may lead to additional dissipation just prior to (or even following)

RLO.

Despite these uncertainties, our analysis reveals that it is likely that many

systems that undergo common envelope phases involving massive donor

stars do so with initially eccentric orbits at the time of RLO [Vigna-

Gómez et al., 2020]. These eccentric interactions remain poorly under-

stood [though see Staff et al., 2016]. Our results may seem in tension with

the population synthesis of Hurley et al. [2002] which coupled weak tidal
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friction and binary evolution, and found that most binaries will tidally cir-

cularize before RLO. However,our investigation differs from theirs in that

we focus on the case of massive stars that reach the Roche radius during a

phase of rapid radius expansion. Our understanding of how common en-

velope phases operate in massive binaries will certainly benefit from more

detailed consideration of the tidal evolution that precedes them.
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CHAPTER 8

FUTURE WORK

One of the primary questions raised by the high-e migration theory of

hot Jupiter formation is whether the planet can survive such extreme tidal

heating. In my previous work (Chapter 4), I ignored the effect of tidal heat-

ing on the giant planet structure and luminosity. The planet’s response to

heating is a natural area for follow-up investigation.

A giant planet’s response to heating depends sensitively on the location of

heat deposition [e.g. Komacek and Youdin, 2017]. If most of the dissipa-

tion occurs near the surface of the planet, the planet may efficiently radiate

away additional heat without undergoing significant structural change.

However if heat is deposited at a greater depth, the planet radius will ex-

pand, leaving the planet vulnerable to being tidally shredded.

I intend to use a combination of both analytical and numerical methods to

better understand the location of tidal heating. An analysis of non-linear

energy dissipation mechanisms in giant planets, such as coupling between

multiple oscillation modes, would give insight into the depth of heating.

Another possible tool is hydrodynamic simulations using, e.g., Athena ++

[Stone et al., 2020] to examine where heat is deposited when resonantly

forced oscillations dissipate nonlinearly. (See Fig. 8.1 for an example of

the simulation of a tidally forced oscillation with Athena ++.)

However, even without precise knowledge of the location of energy dis-

sipation in a giant planet, studies of non-linear dissipation in other con-

texts [e.g. Kumar and Goodman, 1996, Kastaun et al., 2010] suggest that

most heating should occur near the surface of the planet, where the ampli-

tude of tidally excited oscillations is largest. With this in mind, the stellar
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Figure 8.1: Slices through a three dimensional hydrodynamic simulation in
which a fundamental oscillatory mode in a giant star model is resonantly driven
to nonlinear amplitude by a tidal perturber. The left panel shows oscillatory
waves in the density panel, the right shows specific entropy. Deviations from
the star’s originally isentropic interior show localized heating near the object’s
surface. This hydrodynamic model was performed in spherical polar coordi-
nates surrounding the stellar center using the Eulearian hydrodynamic code
Athena++.

evolution code, MESA [Paxton et al., 2011], could be used to explore the

response of a giant planet to uniform tidal heating that extends to vari-

ous depths. The result of this study would be a prescription for how the

planet radius, luminosity, and fundamental mode properties evolve with

time as a function of the heating rate, initial planet radius, and the depth

of heating.

These MESA-generated heating curves could be used to couple the struc-

tural evolution of the planet with the model for dynamical tides developed

in Chapters 3 and 4. The dynamical tide model is implemented as an iter-

ative map, where once per orbit, the semi-major axis, eccentricity, planet

rotation rate, and planet oscillation amplitudes are updated in accordance
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with energy transfer due to dynamical tides at pericenter. When the os-

cillation amplitudes become too large, energy is dissipated non-linearly,

and tidal heating occurs. This map could be adapted to model the planet

structure and orbit consistently as the planet is tidally heated and the orbit

decays. The result of this work would be a robust answer to whether a gi-

ant planet can survive chaotic tidal migration, and a set of predictions for

observational signatures of this process, such as brightening of the giant

planet or an unusual planet rotation rate.
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APPENDIX A

APPENDIX FOR CHAPTER 2

For large η and e it is often necessary to calculate the Hansen coefficient

FNm, for N � 1 to accurately determine the tidal energy and angular mo-

mentum transfer rates. For illustration, consider a system with η = 20,

e = 0.95 and Ωs = 0. The largest ω included in our calculations is

ω ∼ 0.1 (GM/R3)1/2 because gravity waves with larger ω will not propa-

gate in the WD (see Section 2.4). Therefore, the largest N that appears in

equations (2.34)-(2.36) is given by

Nmax =
⌊
0.1

(
1 − e
η

)3/2⌋
. (A.1)

For the system described above, Nmax = 800. Note that although FNm de-

creases with increasing N, the dimensionless tidal torque F̂(ω) increases

very steeply with ω. These two effects can balance each other so that terms

with large N contribute significantly to the tidal transfer rates, equations

(2.34)-(2.36).

In order to calculate FNm for large N and e, it is useful to find an approx-

imation. These Hansen coefficients are calculated by integrating over an

oscillatory term [see equation (2.28)]. When N is large, there are many

oscillations over the interval of integration, so numerical integration is in-

efficient and, unless handled carefully, inaccurate. We therefore treat the

FNm as a continuous function, Fm(N) and fit this function with the form:

Fm(N) = αNβexp(−γN). (A.2)

This form is motivated by approximations for the parabolic case (e=1) in

Press and Teukolsky [1977] and Lai [1997].
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Figure A.1: The Hansen coefficients FNm in solid red and an approximation of
the form equation (A.2) in dashed black. Both panels use e = 0.95. The left
panel shows results for m = 0 while the right panel shows results for m = 2.
From the symmetry of the Hansen coefficients, FN2 = F−N−2. For large N, the
approximation is accurate to 0.01%.

Fig. A.1 shows a comparison between FNm and the approximation Fm(N)

for e = 0.95. With that eccentricity,

F0(N) ≈ 18.3 N0.186exp(−0.0103 N),

F2(N) ≈ 0.024 N1.73exp(−0.0111 N),

F−2(N) ≈ 0.766 N0.040exp(−0.0118 N). (A.3)

For large e the approximation is accurate to within 0.01%.
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APPENDIX B

APPENDIX FOR CHAPTER 3

B.1 Physical Justification for the Iterative Map

We present a brief derivation of the iterative map based on the hydrody-

namics of forced stellar oscillations in binaries. We consider the tidally-

excited oscillations of the primary body (mass M and radius R) by the

companion of mass M′. The gravitational potential produced by M′ reads

U(r, t) = −GM′
∑
lm

Wlmrl

Dl+1 e−imΦ(t)Ylm(θ, φ), (B.1)

where r = (r, θ, φ) is the position vector (in spherical coordinates) relative

to the centre of mass of M, D(t) is the binary separation and Φ is the orbital

true anomaly. The dominant quadrupole terms have l = |m| = 2 and m = 0,

for which W2±2 = (3π/10)1/2 and W20 = (π/5)1/2. For simplicity, we neglect

stellar rotation [see Schenk et al. [2002], Lai and Wu [2006]]. To linear

order, the response of star M to the tidal forcing frequency is specified by

the Lagrangian displacement ξ(r, t). A free oscillation mode of frequency

ωα has the form ξα(r, t) = ξα(r) e−iωαt ∝ eimφ−iωαt. We carry out phase-space

expansion of ξ(r, t) in terms of the eigenmodes Schenk et al. [2002]: ξ

∂ξ/∂t

 =
∑
α

cα(t)

 ξα(r)

−iωαξα(r)

 . (B.2)

The linear fluid dynamics equations for the forced stellar oscillations then

reduce to the evolution equation for the mode amplitude cα(t) [Lai and

Wu, 2006]:

ċα + (iωα + γα)cα =
iGM′WlmQα

2ωαDl+1 e−imΦ(t), (B.3)
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where γα is the mode (amplitude) damping rate, and

Qα =
1

M1/2R(l−1)

∫
d3x ρξ?α · ∇(rlYlm) (B.4)

is the dimensionless tidal overlap integral. The eigenmode is normalized

according to
∫

d3xρ(r)|ξα(r)|2 = 1, which implies that ξ has units of M−1/2.

The general solution to equation (B.3) is

cα = e−(iωα+γα)t
∫ t

t0

iGM′WlmQα

2ωαDl+1 e(iωα+γα)t′−imΦ(t′) dt′. (B.5)

For eccentric binaries, we can write this as a sum over multiple pericen-

tre passages. To do so, let tk be the time of the k-th apocentre passage.

[Note that, for the moment, this use of k differs from the meaning used in

equations (3.1)-(3.5), where it is used to describe the number of pericentre

passages]. We can relate tk to tk−1 via

tk = tk−1 +
1
2

(Pk−1 + Pk). (B.6)

Now define

∆cα =

∫ Pk/2

−Pk−1/2

iGM′WlmQα

2ωαDl+1 e(iωα+γα)t′−imΦ(t′) dt′. (B.7)

This is the change in mode amplitude during a pericentre passage, and

it is approximately constant for any k provided the orbit is very eccentric

and the pericentre distance rperi remains constant (see the main text for

discussion). We can then write cα at time tk simply as

cα,k = e−(iωα+γα)tk∆cα
k∑

j=1

e(iωα+γα)(t j−1+P j−1/2). (B.8)

We can reorganize equation (B.8) into an iterative form

cα,k = cα,k−1 e−(iωα+γα)(Pk−1+Pk)/2 + e−(iωα+γα)Pk/2∆cα. (B.9)
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We now shift the index k to count pericentre passages rather than apocen-

tre passages by defining

aα,k =
√

2ωαcα,k e−iωPk/2/|EB,0|, (B.10)

where we have also re-normalized the mode amplitude so that the scaled

mode energy (in units of |EB,0|) is Ẽα,k = |aα,k|2. (Note the mode energy is

given by Eα,k = 2ω2
α|cα,k|

2.) Equation (B.9) then reduces to

aα,k = (aα,k−1 + ∆aα) e−(iωα+γα)Pk , (B.11)

where ∆aα =
√

2ωα∆cα/|EB,0|.

Using equation (B.7), we can write ∆Eα,1 explicitly in terms of orbital pa-

rameters and mode properties:

∆Eα,1 = |EB,0|(∆aα)2 =
GM′2

R

(
R

rperi

)2(l+1)

T (η, ωα/Ωperi, e), (B.12)

where the dimensionless function T is given by

T = 2π2Q2
αK2

lm. (B.13)

Ignoring the negligible effect of mode damping at pericentre, we have

Klm =
Wlm

2π

(GM
R3

)1/2 ∫ P/2

−P/2
dt′

(rperi

D

)l+1
eiωαt′−imΦ(t′). (B.14)

The energy transfer for a parabolic passage (e → 1) was first derived in

Press and Teukolsky [1977]. Equations (B.12)-(B.14), which apply to ec-

centric orbits as well, were presented in Lai [1997] [see equations (22)-(23)]

and in Fuller and Lai [2012a] [see equation (14)-(15); note that in equa-

tion (15), R should be replaced by Dp.]

Note that the integral in equation (B.14) is difficult to calculate accurately

and efficiently because the mode frequency is typically orders of magni-

tude larger than the orbital frequency. However, for parabolic orbits, Klm
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can be evaluated in the limit ωα/Ωperi � 1 [Lai, 1997]. For example, for

l = 2, m = 2,

K22 =
2z3/2η3/2e−2z/3

√
15

(
1 −

√
π

4
√

z
+ · · ·

)
, (B.15)

where

z ≡
√

2ωα/Ωperi. (B.16)

This expansion approximates Klm to within a few percent for (1 − e) << 1

and z & 3. For typical f-mode frequencies, the latter condition is satisfied

for η & a few.

B.2 Non-dissipative Systems

B.2.1 Maximum Mode Energy for Non-Chaotic Systems

In the oscillatory and resonant regimes, the mode energy Ẽk � 1, and the

iterative map given by equation (3.19) can be rewritten:

zk+1 ' 1 + zk e−iP̂0+i|∆P̂1 ||zk |
2
, (B.17)

where zk ≡ ak−/∆a = ak−1/∆a + 1.

Oscillatory Regime: When |δP̂0| = |P̂0 − 2πN| � |∆P̂1||zk|
2, the map simpli-

fies to

zk+1 ' 1 + zk e−iP̂0 . (B.18)

This yields the solution (for z1 = 1)

zk '
1 − e−ikP̂0

1 − e−iP̂0
, (B.19)

which is equivalent to equation (3.16). The validity of this oscillatory so-

lution requires |δP̂0| � |∆P̂1|/(1 − cos P̂0) or |δP̂0|
3 � |∆P̂1|.
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Resonant Regime: When |δP̂0|
3 � |∆P̂1|, the system is in the resonant

regime, and the map becomes

zk+1 − zk ' 1 + i|∆P̂1||zk|
2zk. (B.20)

For k � 1, we can approximate the mode amplitude as a continuous func-

tion of k, and the above equation reduces to

dz
dk
' 1 + i|∆P̂1||z|2z. (B.21)

Now we express z explicitly in terms of an amplitude A and phase θ:

z = A eiθ. (B.22)

Equation (B.21) can be rewritten as two differential equations:

dA
dk
' cos θ, (B.23)

dθ
dk
'

1
A

(
|∆P̂1|A3 − sin θ

)
. (B.24)

We combine these to examine how the amplitude varies with the phase:

dA
dθ

=
A cos θ(

|∆P̂1|A3 − sin θ
) . (B.25)

To solve the above equation, we use the substitutions

u = |∆P̂1|A3, v = sin θ. (B.26)

Equation (B.25) then simplifies to

du
dv

=
3u

u − v
. (B.27)

For the initial condition u = v = 0, which corresponds to a0 = 0, the solu-

tion is simply u = 4v, or

A =

(
4 sin θ
|∆P̂1|

)1/3

, (B.28)
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which has the maximum value (4/|∆P̂1|)1/3. The maximum mode energy

for a system near resonance is therefore

Ẽres ≡ Ẽk,max = (∆a)2
(

4
|∆P̂1|

)2/3

'
27/3

3
|∆P̂1|

1/3

P̂0
. (B.29)

We can use the above result to approximate the shape that the mode am-

plitude traces in the complex plane over many orbits. Our numerical cal-

culation (see Fig. 3.3) shows that the mode amplitude as a function of its

phase can be described by∣∣∣∣∣ ak

∆a
+ 0.5

∣∣∣∣∣ ' (
4 sin θ
|∆P̂1|

)1/3

, (B.30)

where θ is the phase of ak/∆a + 0.5. This is similar to equation (B.28) except

for a shift along the real axis. For |∆P̂1| � 1, this approximation performs

very well, as seen in Fig. 3.3.

B.2.2 Resonant Timescale

The mode of a non-dissipative system near resonance evolves periodically,

repeatedly tracing out a closed shape in the complex amplitude plane.

We define tres as the period of the resonant oscillations. To calculate this

timescale, we use equations (B.23) and (B.28) to find

dθ
dk
'

(
|∆P̂1|

4

)1/3
3(sin θ)2/3. (B.31)

Integrating the above differential equation from θ = 0 to θ = π gives

tres ' 3.85 P|∆P̂1|
−1/3, (B.32)

where P is the orbital period associated with the resonance. In order of

magnitude, the number of orbits necessary to reach the maximum mode

amplitude |ares| ∼ |∆P̂1|
−1/3∆a is simply |ares|/∆a.
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B.2.3 Maximum Mode Energy for Chaotic Systems

As discussed in the main text, the mode energy of a chaotic system initially

grows stochastically with an expected value of 〈Ẽk〉 ∼ ∆Ẽ1k [see equa-

tion (3.24) and Fig. 3.5], but cannot exceed a maximum value, Ẽmax. As

the mode energy increases, the change in the orbital period between peri-

centre passages, ∆P̂k, decreases [see equation (3.25)]. The maximum mode

energy is approximately set by |∆P̂k| ∼ 1, and is given by equation (3.26).

This condition is related to that found in Mardling [1995a,b], where the

maximum mode energy is set by a “chaos boundary” that separates or-

bital parameters that produce chaotic behaviour from those that produce

oscillatory behaviour. The location of the boundary depends on the cur-

rent mode amplitude. The iterative map in this paper demonstrates that

such boundaries are determined by the size of |∆P̂k|, which depends on ∆a

and ak−1 [see equation (3.25)]. Both the onset of chaotic behaviour and the

maximum mode energy are set by conditions on |∆P̂k| (where k = 1 when

considering the onset). It follows that both conditions are related to “chaos

boundaries”, as observed by Mardling [1995a,b].

In reality, the dependence of Ẽmax on P̂0 and |∆P̂1| is more complicated

than the power law trend from equation (3.26). Figures B.1 and B.2 show

“jumps” and “drops” in Ẽmax at some values of P̂0 and |∆P̂1|. To understand

this step-like behaviour, we note that the maximum mode energy for a

non-dissipative system is associated with the minimum (dimensionless)

orbital period by

P̂min = P̂0

(
1

1 + Ẽmax

)3/2

. (B.33)

We have found that for a chaotic system, as |∆P̂k| decreases toward unity,

the orbital period tends to evolve away from resonances with the stellar

250



Figure B.1: Numerical results for Ẽmax (blue dots) after 3 × 106 orbits for chaotic
systems with |∆P̃1|/2π = 0.2. The red line is 1.5(P̂0|∆P̂1|)1/4 [see equation (3.26)].
The dotted lines are from equation (B.34) with different values of N.

mode and to linger directly between them. This behaviour can be under-

stood from the fact that, for a system near resonance, the shifts in mode

amplitude during pericentre tend to add over successive passages, push-

ing the system away from the resonance. Imposing P̂min ' 2π(N + 1/2)

yields

Ẽmax '

[
P̂0

2π(N + 1/2)

]2/3

− 1. (B.34)

Equation (B.34) is in good agreement with results shown in Figs. B.1 and

B.2. We see that the jumps in Ẽmax correspond to changes in N. Combining

equation (B.34) with the broader trend of equation (3.26) captures the main

features of how Ẽmax depends on P̂0 and |∆P̂1| for chaotic systems.
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Figure B.2: Numerical results for Ẽmax (blue dots) after 3 × 106 orbits for chaotic
systems with P̂0/2π = 55.41. The red line is 1.5(P̂0|∆P̂1|)1/4 [see equation (3.26)].
The dotted lines are from equation (B.34 with different values of N).

B.3 G-mode Properties of Stellar Models

One application of our model is the tidal capture of main-sequence stars

by compact objects, including massive black holes. We use the stellar evo-

lution code, MESA [Paxton et al., 2011], and the non-adiabatic pulsation

code, GYRE [Townsend and Teitler, 2013], to determine the properties of

g-modes in the radiative envelope of stars between 2 and 10M�. The char-

acteristic damping times of modes are found using the imaginative part

of the mode frequency. These values are generally in good agreement

with a quasi-adiabatic approximation that assumes radiative damping.

Figure B.3 shows the computed damping rates for three stellar models.

For the 2M� model, the damping rate only varies by a factor of a few

for the relevant g-modes. For the 10M� model (and other models with
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10M� ≤ M ≤ 20M�), the damping rates are much smaller for higher fre-

quency modes.

The amount of energy transferred to a mode (labelled α) in the “first” peri-

centre passage ∆Eα,1 (i.e., when the oscillation amplitude is zero before the

passage) depends on the stellar structure and mode properties. We use

the method of Press and Teukolsky [1977] to calculate ∆Eα,1. The quasi-

steady-state mode dissipation rate from equation (3.30) is of order γα∆Eα,1.

Figure B.4 shows an example of the calculated ∆Eα,1 and the energy dis-

sipation rates for systems with different stellar properties and η = 3. We

find that stars with M . 5M� tend to have a single low-order g-mode with

large ∆Ẽα,1 that dominates the energy transfer rate. To represent a system

with a dominant mode, we choose the ω and γ ratios between modes from

the 2M� model and the Ẽα,1 ratio for η = 3. More massive stars (M & M�)

have a number of g-modes that contribute roughly equally to the energy

transfer rate. To represent a system where multiple modes are important

for energy transfer, we choose the ω and γ ratios between modes from the

10M� model and the Ẽα,1 ratio for η = 3.

The orbital parameter η = (rperi/R)(M/Mt)1/3 (where rperi is the pericentre

distance) also strongly affects ∆Eα,1, though the dependence on e is neg-

ligible for highly eccentric orbits. For larger η, the orbital frequency at

pericentre is smaller, and higher-order g-modes contribute more to tidal

energy transfer, as illustrated in Fig. B.5.
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Figure B.3: Numerical results for the g-mode frequencies (ω) and damping rates
(γ) of three MESA stellar models analysed with the non-adiabatic stellar pulsa-
tion code, GYRE. The dip in γ/ω for the 5M� model is typical for models in the
mass range 4 − 8M�.
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Figure B.4: Numerical results for ∆Eα,1 and γα∆Eα,1 vs. ng (the radial mode num-
ber) for three MESA stellar models analysed with the non-adiabatic stellar pul-
sation code, GYRE. The energy transfer ∆Eα,1 is calculated assuming η = 3 and
e = 0.95.
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Figure B.5: Numerical results for ∆Eα,1 for four g-modes of the 10M� stellar
model as a function of η. For larger η, higher order g-modes receive more energy
at pericentre than lower-order g-modes.
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APPENDIX C

APPENDIX FOR CHAPTER 5

C.1 Orbital decay through f-mode resonances

As the eccentric binary orbit decays due to gravitational radiation, the or-

bital frequency Ωorb encounters resonances with the f-mode frequency ωα

such that

ωα = nΩorb, (C.1)

with integer n (see also Section 5.3). When the orbital frequency sweeps

through a resonance slowly (over the course of multiple orbits), the NS

mode energy can increase significantly, resulting in enhanced orbital de-

cay and a phase shift in the gravitational waveform. This phase shift

has been calculated for a variety of NS models and oscillation modes in

the case of a circular orbit [e.g. Lai, 1994, Shibata, 1994, Reisenegger and

Goldreich, 1994, Ho and Lai, 1999, Lai and Wu, 2006, Yu and Weinberg,

2017a,b, Andersson and Ho, 2018, Xu and Lai, 2017], and recently was con-

sidered for the low eccentricity case (e � 1) near the ωα = 3Ωorb resonance

Yang [2019]. We generalize this calculation to higher-order resonances and

arbitrary eccentricities, and show that these resonances generally produce

a small GW phase shift.

When the orbital decay due to gravitational radiation occurs on a much

longer timescale than an orbital period, we can approximate the gravi-

tational potential produced by M2 on M1 (Eq. 5.1) as a sum of multiple

forcing frequencies, nΩorb, with positive integer n. We neglect PN effects

(other than gravitational radiation) in this analysis. The time evolution of
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Figure C.1: The GW phase shift (∆Ψres)n = 2(∆Φres)n (see Eq. C.10) due to mode-
orbit resonance (ωα = nΩorb with positive integer n) as a function of the orbital
eccentricity at the resonance. The results are for the l = m = 2 f-mode of a
Γ = 2 polytropic NS model with M1 = 1.4 M� and R1 = 10 km in an equal mass
binary. The dashed lines indicate δNres = 1 (see Eq. C.12). The results for (∆Ψres)n

(solid lines) are valid when δNres > 1, in the shaded region to the left of the
dashed lines. The maximum displayed e for each value of n corresponds to the
condition that the pericenter distance Dp exceeds 2.5R1.

the mode amplitude cα satisfies [e.g. Fuller and Lai, 2012a, Vick et al., 2017]

ċα + iωαcα =
iM2WlmQα

2ωαal+1

∑
n

Fmn exp
[
−i

∫ t

dt nΩorb(t)
]
, (C.2)

where a is the Newtonian semi-major axis, and

Fmn =
1
π

∫ π

0

cos[n(E − e sin E) − mΦ(t)]
(1 − e cos E)2 dE, (C.3)

with E the eccentric anomaly and

cos Φ(t) =
cos E − e

1 − e cos E
. (C.4)

Note that G = M1 = R1 = 1 in Eq. (C.2). Solving for cα(t) yields

cαeiωαt =
∑

n

Fmn

∫
dt

iM2WlmQα

2ωαal+1 ei
[
ωαt−

∫ t
dt nΩorb(t)

]
. (C.5)
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As Ωorb increases due to orbital decay, large changes in the mode ampli-

tude can occur when the orbit sweeps through a resonance with the mode

frequency.

If the orbital decay is sufficiently slow, the mode amplitude after an en-

counter with the resonance ωα = nΩorb can be evaluated using the station-

ary phase approximation, giving

|cα| '
iM2WlmQαFmn

2ωαal+1
n

(
2π

nΩ̇orb,n

)1/2

, (C.6)

with an and Ω̇orb,n evaluated at the resonance. The change in the mode

energy is (∆Eres)n = 2ω2
α|cα|

2. The associated change in the orbital phase

due to the resonance is given by Lai [1994]

(∆Φres)n ' −

(
ΩorbtD

∆Eres

|Eorb|

)
n
, (C.7)

where Eorb = −M1M2/2a is the orbital energy, and tD = |a/ȧ| is the orbital

decay time due to gravitational radiation. Using (see Eq. 5.6 of Peters

[1964])
Ω̇orb

Ωorb
=

3
2tD

=
96
5

M3
1q(1 + q)

a4 F (e), (C.8)

where q = M2/M1, and

F (e) ≡
1

(1 − e2)7/2

(
1 +

73
24

e2 +
37
96

e4
)
, (C.9)

we find

(∆Φres)n '
−25π
3 × 29

(
R1

M1

)5 n
ω̄2
αq(1 + q)

[
W2mQαFmn

F (e)

]2

, (C.10)

where ω̄ = ω/(M1R−3
1 )1/2, and e is the eccentricity at resonance. The phase

shift in the gravitational waveform is (∆Ψres)n ' 2(∆Φres)n.

Equations (C.6), (C.7) and (C.10) are valid only when the orbital decay

is sufficiently slow. From Eq. (C.6), we see that the change in the mode
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amplitude corresponds to the rate of change of the mode amplitude at

resonance multiplied by the duration of the resonance,

δtres ≡

(
2π

nΩ̇orb,n

)1/2

. (C.11)

The number of orbital cycles during which resonance occurs is

δNres =
Ωorb,n

2π
δtres =

 5
192π

(
R1

M1

)5/2 (1 + q)1/3

q
n2/3

ω̄5/3
α F (e)

1/2

. (C.12)

Resonance is significant only when δNres & 1. When δNres . 1, the orbit

moves through the resonance too quickly to strongly excite the oscillation.

We calculate (∆Ψres)n for the f-mode of a Γ = 2 polytropic NS model with

M1 = 1.4 M� and R1 = 10 km over a large range of n and e and display

the results in Fig. C.1. For NS binaries that satisfy δNres & 1, we find that

(∆Ψres)n is always less than 0.1. We conclude that for eccentric NS binaries,

f-mode resonances do not contribute significantly to the tidally generated

phase shift. This finding is consistent with our numerical integrations in

Section 5.4, which did not exhibit sudden increases in the mode energy

corresponding to mode-orbit resonances.
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APPENDIX D

APPENDIX FOR CHAPTER 6

D.1 The Relationship between Damping Rates

We have assumed that viscous dissipation is solely responsible for the

damping of oscillation modes. In equation (6.19), we defined the damping

rate γα(ωNm) by relating the viscous dissipation rate of mode α oscillating

at the frequency ωNm to the kinetic energy of the mode. However, this

damping rate is different from Γα(ωNm) (see equation 6.11), which relates

the energy dissipation rate to the total energy of the mode. Here, we de-

rive the relationship between the two damping rates.

The total dissipation rate in the rotating frame is equal to the tidal energy

transfer rate in the same frame, given by

Ė =

∫
d3xρ

∂ξ∗

∂t
· (−∇U). (D.1)

Decomposed into a sum over oscillation modes and forcing frequencies

(see equations 6.2, 6.8, and 6.10), this is

Ė =

∫
d3xρ

∑
αN

∑
N′m′

ċ∗αNUN′m′e−iωN′m′ tξ∗α(r) · ∇(r2Y2m′). (D.2)

Using equations (6.4),(6.12), and (6.14), and averaging over time, the en-

ergy dissipation rate is

Ė =M1R2
1

∑
αN

ωNm

2εα

(UNmQα)2Γα(ωNm)[
(ωα − ωNm)2 + Γ2

α(ωNm)
]

=2M1R2
1

∑
αN

Γα(ωNm)ωNmεα|cαN |
2. (D.3)

The above implies that the energy dissipation rate associated with each

mode and forcing frequency ωNm is

ĖαN = 2Γα(ωNm)ωNmεα|cαN |
2M1R2

1. (D.4)
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By comparing equations (6.19) and (D.4), we obtain a relationship between

γα(ωNm) and Γα(ωNm):

Γα(ωNm) = γα(ωNm)
ωNm

εα
. (D.5)

Similarly, for a freely oscillating mode, Γα(ωα) = γα(ωα)ωα/εα.
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